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PREFACE

This volume (Volume II[l. Operational Suitahility Evaluation) is
one part of a three-volume Handbook produced for the U.S. Air Force
Human Resources Laboratory/Operations Training Division (AFHRL/QT).
The Handbook is entitled, "Handbook for Operational Test and fvalua-
tion (OT&E)} of the Training Utility of Air Force Aircrew Training
Devices." This effort has been accomplished by the Seville Research
Corporation under Contract No. £33615-78-C-0063. Dr. Thomas H. Gray
served as the Air Force Laboratory Contract Monitor (AFLCM) on the
project. For Seville, Dr. William H. Hagin was Project Director, and
Dr. Wallace W. Prophet was Program Manager.

The three volumes which comprise the total Handbook are intended

to provide guidelines and procedures appropriate for use of Air Force
ATD OT&E test team personnel in planning, conducting, and reporting the
results of aircrew training device OT&E efforts. The three Handbook
volumes are:

Volume 1, Planning and Management
Volume 11. Operational Effectiveness Evaluation
Votume 111. Operational Suitability Evaluation

It is important that the reader understand that this Handbook was

prepared to serve as a supplement to AFM 55-43, "Management of Opera-
tional Test and Evaluation" by providing those specific additional
evaluation concepts and techniques necessary for ATD test and

evaluation.
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CHAPTER 1

PURPOSE AND ORGANIZATION OF VOLUME III

INTRODUCTION

Volumes 1 and Il-of this Handbook provide guidance for the test
director concerning how to plan for ATD OT&Es and how to conduct ATD
operational training effectiveness evaluations. This volume is con-
cerned with assessing the impact of operational suitability factors on
ATD usefulness. Operational suitability factors pertain to how well
the device meets accepted equipment serviceability requirements within
its intended operating and maintenance environment.

There are two principal components of ATD suitability that must
be examined during ATD OT&E, viz, hardware suitability and software
suitability. Assessment of hardware suitability is important from the
standpoint that OT&E findings in this area can significantly affect
downstream ATD life-cycle costs, manning requirements, logistics sup-
port, and the ultimate instructional usefulness of the device. For
example, a device may be rated highly with respect to operational
effectiveness, but it will be of 1ittle use if it is not available for
training because of its poor reliability or maintainability charac-
teristics.

Software suitability assessment also has become a key element in
ATD suitability evaluations, because modern digital ATDs bhave a
substantial software component. Software is involved to a large
degree in the simulation of dynamic flight characteristics and in pro-
cedural, navigational, communications, weapons, and electronic
countermeasures (ECM) system functions, among others. Software also
plays an important role in the control and functioning of ATD instruc-
tional support features (e.g., freeze, record/replay, reset, and
auto-demonstration), as well as automated maintenance test features.

Management of ATD Operational Suitability Testing

Effective assessment of ATD operational suitability during OT&E
depends upon careful advanced planning and skilled execution of the
required testing activities. As will be seen in the detailed tech-
nical discussions of these testing activities which follow in Chapters
2 and 3 of this volume, no single person is likely to have the full
range of expertise required either to plan for or to execute all of
the technical efforts appropriate to ATD operational suitability
testing. For this reason, two deputy test directors are responsible
for the technical aspects of ATD operational suitability testing:
One, the Deputy for Logistics Evaluation (DLE) is responsible for
hardware suitability testing; the other. the Deputy for Software
EvaTuation (DSE) is responsible for softwace suitability evaluation.

-



Deputy for Logistics Evaluation (DLE). [ne Deputy for Logistics
Evaluation (DLEYL and his team are under the operational control of
the AFTEC or MAJCOM test director, and function in accordance with the
pertinent provisions of the following documents: (1) AFR 80-14,
"Research and Development Test and Evaluation;” (2) AFM 55-43,
"Management of Operational Test and Evaluution;” (3} AFLCR 80-4, "Test
and Evaluation;" and (4) AFTECP 400-1, “Logistics Assessment.”

The DLE normally is a senior QOT&E specialist from the Air Fforce
Logistics Command (AFLC), and his team consists of a select group of
logisticians, engineers, technicians, and other support specialists as
required from the AFLC, AFTEC, and/or the MAJCOMs. The DLE and his
team serve as the logistics test focal point in the accomplishment of
the actions necessary to effect all suitability test planning and exe-
cution requirements.

Deputy for Software Evaluation (DSE). The Deputy for Software
Evaluation [DSE) and his team also are under the operational control
of the test director. The DSE and his team of software evaluators
operate in general accord with those software evaluation guidelines
and procedures which have recently been documented in a five-volume
AFTEC handbook titled, "Software OT&E Guidelines." Volumes in this
handbook set include the following:

1. Software Test Manager's Handbook
I1. Handbook for Deputy for Software Evaluation
III. Software Maintainability Evaluator's Handbook
IV. Software Operator-Machine Interface Evaluator's Handbook

V. Computer Support Resources Evaluator's Handbook

PURPOSE OF THIS VOLUME

Even though the test director is dependent upon these two depu-
ties (the DLE and the DSE) for the technical adequacy of ATD opera-
tional suitability testing, he must have a general understanding of
the processes involved. This volume is intended to provide him with
that understanding. Familiarity with the content of Volume III will
help the test director by facilitating his interactions with the two
suitability test deputies and their teams of specialists.

1The term "lLogistics Support Evaluation Team (LSET)" has been
used in many earlier OT&E plans and reports. The current term "DLE"
has replaced "LSET Chairman," but the same functicns are performed.

10
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ORGANIZATION AND CONTENT

This Handbook volume consists of three chapters and a number of
appendices. This introductory chapter has emphasized the importance
of ATD suitability testing. It has also pointed out that the tech-
nical complexity of hardware and software suitability testing necessi-
tates the designation of two deputy test directors--one for each of
the two areas. Chapter 1 concludes by emphasizing that the test
director must have a basic familiarity with the details of hardware
and software suitability testing, even though he depends upon his two
deputies {the DLE and the DSE) for their actual accomplishment.

Chapters 2 and 3 provide the technical and methodological infor-
mation that the test director needs to understand and manage hardware
and software suitability testing. Chapter 2 addresses hardware suita-
bility testing 1in terms of device reliability, maintainability,
availability, logistics supportability, and operating and support
costs. Chapter 3 discusses software suitability evaluation in terms
of software maintainability and usability.

The discussions of each of the above listed sub-elements of hard-
ware and software evaluation provide the test director with the nec-

essary ATD OT&E oriented definitions of these factors and a required
understanding of the methods used for their evaluation. Perhaps of
even greater significance to the test director are those parts of the
discussion which alert him to a number of specific concerns to which
he should attend in the areas of "Phase of Test Considerations" and
“Personnel Requirements."”

Phase of Test Considerations

Estimates based upon OT&E data drive a number of critical deci-
sions relating to funding/budget planning, manpower requirements, and
planning for overall support of the system in its operational setting.
The precision of those estimates is a matter of great concern to deci-
sion makers with respect to both operational effectiveness and opera-
tional suitability factors, because long-term budgetary, manpower and
provisioning plans must often be made well in advance of actual need.

As shown in Figure 1-1, early in-plant IOT&E provides “rough"
data relating to system effectiveness and suitability, data which can
then be refined by later on-site IOT&E and FOT&E phases. Because the
iterative nature of this process of "estimate, refine, and re-evaluate”
is of particular importance to suitability considerations as testing
progresses, in the discussions of the various suitability factors
which follow, the section "Phase of Test Considerations" will include
additional information that may be of use to the test director with
respect to the specific evaluation element in question and the phase
of test being supported.

L
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Figure 1-1. Precision of suitability estimates
for successive phases of OT&E.




Personnel Requirements

As noted above, the test director depends upon his two deputies
for support in planning, executing, and reporting ATD suitability
evaluation activities. In most instances, personnel needs will be
taken care of for him by these two personnel. However, there can be
specific personnel requirements and/or characteristics of direct
interest to him. Where appropriate, such personnel requirement con-
cerns are surfaced in the concluding portion of each discussion.

13




CHAPTER 2

HARDWARE SUITABILITY TESTING

COMPOSITION OF LOGISTICS EVALUATION TEAM

As was pointed out in Chapter 1, responsibility for hardware
suitability testing is assigned to the Deputy for Logistics Evaluation
(DLE) and his team of specialists. The composition and command
sources of the DLE team may vary with each individual test situation,
but the following is illustrative of the usual team membership:

Position Command source

Deputy Director for Logistics
Evaluation AFLC

Reliability and maintainability
engineers (Note: In some cases,
a simulator maintenance analyst

may serve this function) AFLC
Simulator technicians MAJCOM
Technical data specialists AFLC
Flight crews and/or instructors MAJCOM

(Note: Resources, normally available because they are necessary
for operational effectiveness evaluations, are used to exercise the
ATD during suitability testing.)

Specific DLE Responsibilities

The Deputy for Logistics Evaluation is responsible for the
following:

e Assisting the AFTEC or MAJCOM test director in preparing test
plans and reports.

® Maintaining open communications through AFTEC with the ATD
program office (SimSPO), MAJCOM, and AFLC.

e Assuring that written procedures are available for data
collecting, processing, analysis, evaluation, and filing.

e Ensuring that DLE team members comply with all test procedures.

14




e Ensuring that data collected are adequate and thorough.

e Attending conferences, meetings, and demonstrations as
required.

® Presenting logistics briefings as required.

ORGANIZATION OF THIS CHAPTER

ATD hardware operational su.tability evaluations encompass a wide
variety of concerns. Figure 2-1 shows the five major hardware suita-
bility areas of concern and the subelements associated with each. The
remainder of this chapter is organized into five major subsections in
accord with this overall structure. In order of presentation, the
evaluation concerns treated are:

A. Reliability;

B. Maintainability;

C. Availability;

D. Llogistics Supportability; and
E. Operating and Support Costs.

To the extent practicable, the discussion for each major suit-
ability element first defines that element in the context of ATD OT&E.
Next, the discussion describes the evaluation methods to be used.
Each subsection discussion then concludes by identifying practical
guidelines that may serve to inform the test director of possible lead
time requirements, phase of test specific concerns (i.e., IOT&E/QOT&E,
FOT&E), or general aids to the successful accomplishment of the
various operational suitability assessments.

5]
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A. RELIABILITY

RELTABILITY EVALUATION ELEMENTS

Reliability is defined as the probability that a system will per-
form satisfactorily for a given period of time when used under stated
conditions. Reliability thus relates to the frequency with which
failures occur and the relationship of those failures to the mission
of the system in question. In the case of ATDs, the mission is that
of supporting aircrew training. ATD reliability, therefore, is an
index of how satisfactorily the ATD and/or its major subsystems will
hold up when used for training.

Three categories of ATD reliability are of interest--hardware
(logistics) reliability, operational (mission) reliability, and the
reliability of built-in test equipment (BITE). These categories are
defined briefly below.

Hardware Reliability

Hardware reliability (or logistics reliability) refers to the
identification of failure patterns or trends that may adversely impact
the system's functioning and that will require excessive resources to
restore the system to the required operating condition. Since the
intent of the hardware reliability evaluation is to determine (or
estimate) the downstream logistics 1impact of any maintenance
occurrence in terms of spares requirements, maintenance manpower, or
support test equipment, all maintenance occurrences are of interest.

Any maintenance actions on an ATD, including preventive main-
tenance, adjustments (e.g., CRT focus), light bulb burn-out, computer
“glitch,” etc., are referred to as occurrences. Occurrences that have
to do with any system/component breakdown or deterioration such that
normal system function is degraded are referred to as failures. Fail-
ures can be further classified as either critical or noncritical. A
critical failure is a failure that causes a significant disruption to
the ongoing training mission of the ATD. A noncritical failure is a
failure of the system in an area or manner that does not affect the
ongoing training mission. Thus, hardware reliability addresses the
potential effects of all occurrences which can place a demand on the
logistics support system, whether or not training mission capability
ijs affected by the occurrence.

Operational Reliability

Operational reliability (or mission reliability) is a measure of
the ability of an ATD to complete its planned training functions. As




a consequence, only those "critical failures" (as defined above) that
interrupt or degrade significantly the capability of the device to
support specific planned or ongoing training activities are of
interest in the determination of mission reliability.

Reliability of Built-in Test Equipment (BITE)

The reliability of BITE systems refers to the ability of those
systems to detect and isolate failures. Examples of BITE include,
among others, computer controlled preflight programs, indicator panels
(open circuit breaker, system off, etc.), and computer system
diagnostic programs.

RELTABILITY EVALUATION METHODS

There are two types of structured reliability evaluations.! The
first type, known as the Fixed Length Test, requires that the system
in question be run for a specified number of hours. If more than a
predetermined number of failures occur during that period, the system
fails the test; otherwise, it passes. The second type of test is
known as the Probability Ratio Sequence Test (PRST). In this test,
the system is operated for a specified minimum time. Beyond this
point, determination is made as to which one of the three following
conditions exists: (1) If an upper T1imit of failures has been
exceeded, the system has failed the test; (2) if the number of fail-
ures is below some lower limit, the system has passed the test; or (3)
if the number of failures is between the upper and lower limits, the
test must continue. It is this second type of reliability test (PRST)
that applies most often to ATD T&E in-plant.

For on-site OT&Es, a structured test program such as described
above does not tvpically apply. The on-site operational environment
itself provides a situation in which system failure data are recorded
as they occur on a daily basis for the entire period of operational
testing. In this way, a more credible prediction of mature system
reliability may be achieved.

Data Collection Procedures

The data collection procedures for hardware and operational
reliability evaluations are basically the same. Information about the
occurrences used to compute reliability indices comes from the
following sources:

lMIL-STD—781, "Reliability Design Qualification and Production

Acceptance Tests."




¢ Reliability Demonstration Plan. This is the basic guideline
for conducting the reliability test during QOT&E/IQT&E.

o Reliability Test Log. This record is used to recover data to
assist in providing logistic support and to determine if the
ATD meets reliability requirements.

o Component Removal Data. These data are used in determining
the need for special tools, procedures and test equipment,
tech data, special skills, etc. Such data include:

-~ Operating times
-- Occurrence data

-- Repair data

-- Nonfailure removal data (includes instances in which
there is indication that a component is defective or

that a component has been replaced, but the problem
still exists)
o Contractor Failure Data

e Correlated AFLC D056 Reports (these are historical data on ﬂ
equipment in the inventory)

o Debriefing Records
o USAF Service Reports (SRs)

¢ Maintenance Observation Forms {(e.g., AFTEC Form 99, AFTO 349,
or similar)

® Reliability and Maintainability Allocations, Assessments, and
Analysis Report (DI-R-3535)

o Simulator Acceptance Deviation or Waiver Reports (or 1like
reports)

e Logistics Support Analysis Record (LSAR)

Reliability Test Log. The principal means of collecting relia-
bility data is the Reliability Test Log. Collection of reliability
data involves two basic elements or parts. The first of these is a
chronological account of events, e.g., operating on- and off-times,
times of occurrences or failures, and maintenance times. An example

1y
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of a Reliability Test Log is depicted in Figure 2-2. (The features of
the specific ATD under test will dictate the precise format of the log
headings.)

A separate Reliability Log sheet is filled out for each day of
the reliability test. An event number is assigned to each maintenance
action. That event number is based on the date/event sequence and is
used to aid in relating the chronological accounting in the supporting
maintenance observation reports used to gather more detailed main-
tenance action information. Some logs will be "full," indicating a
high number of occurrences during a day (Figure 2-3), while others
will be nearly "empty," indicating a relatively 1low number of
occurrences (Figure 2-4).

Maintenance Observation Reports. The second data element sup-
porting reliability determinations is derived from maintenance obser-
vation reports. (Either AFTEC Form 99 or AFTO Form 349 can be u‘ed
for this purpose.) AFTEC Form 99 is shown in Figure 2-5,

Information contained on the maintenance observation report is
used as the principal source for later maintainability, tech data,
spares, personnel, facility, etc., determinations. Information shown
also includes How-Mal codes (IAW AFTO 43-1-06-2), maintenance type
codes, time to restore, and other critical data.

Maintenance observation reports are normally filled out by DLE
maintenance personnel for each maintenance action performed. In some
cases, such as tests with contractor maintenance, the ATD contractor
can be required to fill out the necessary maintenance record forms.

BITE reliability data collection. To calculate the required BITE
rates, it is necessary that appropriate notations are made on the
reliability log and maintenance observation reports. In some cases, a
separate BITE log may be more applicable (see Figure 2-6). Those
notations consist of coded entries to the log, immediately following
the description of the occurrence. Refer to Appendix A for a listing
and definition of the BITE rate codes.

Categorization of data. Occurrences during any in-plant relia-
bility evaluation must be classified as to whether they are countable
or noncountable occurrences. This is necessary to ensure that only
countabTe occurrences are included in the calculations of reliability
indices. This categorization may occur at the time of the occurrence
or later, at the discretion of the DLE. The two categories are as
follows:

1 .
There forms are also commonly known as Support Evaluation
Worksheets.
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RELIABILITY TEST LOG

DATE : SHEET _ OF
Time #1 #2 #3 #4 #5 #6
taken Sim. time Computer| Visual | Video)] Day/Dusk | Night

1 2 3 4
TIME EVENT INIT. REMARKS

Figure 2-2. Sample reliability test log.
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ARPTT RELIABILITY TEST LOG

DATE: 07/11/79 (311) SHEET _  OF
Time #1 #2 #3 #4 #5 #6
taken Sim. time Computer { Visual Video { Day/Dusk LNight
0600 11388.9 8634.9 [ 7918.2 [6577.8( 3478.3 | 4622.5

1 Z 3 I

TIME EVENT INIT. REMARKS

0600 Power up and start checks

0640 Start preflight

0705 Finish preflight

0730 Finish checks

0753 Mission #1 cancelled no show

0800 Maj. Roy flying sim for George

who is investigating spailer
response

0810 George finished

0915 Adjust CCU blanking JCN #2840122

9030 Mission #2 cancelled no show

1030 Start Mission #3

1156 Adjust CCU blanking by request JCN #2840122

1200 End Mission #3

1205 Start Mission #4

1226 Motion bump, to right, then During Auto

left Demo 69 between
1.5 & 2 min.
playback.

1300 Record/Repltay wouldn't replay Everything was
normal; had
come off auto/
demo a few min.
earlier

1325 Record/Replay functions 0K now

1330 Mission #4 ends

1335 Mission #5 start

1455 Mission #5 end

1500 Mission #6 start

1600 End Mission #6

1605 Start tour

1610 Boom glitch Vertical

1800 Start verifications

2200 Stop verifications

Figure 2-3. fExample reliability test log showing
a number of occurrences.
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RELIABILITY TEST LOG

DATE: 07/11/79 (310) SHEET 1 OF
Time #1 #2 #3 #4 #5 #6
taken Sim. time Computer | Visual | Video| Day/Dusk | Night

0600 11372.3 8618.3 | 7001.7 | 6561.3 | 3462.7 | 4606.
1 Z 3 7
TIME EVENT INIT. REMARKS
0600 Power up and daily checks
0630 Start preflight
0645 Finish preflight
0730 Adjust visual and finish checks
0740 Start Mission #1
0855 Mission #1 ends
0855 Changed from "H" to "G"

1040 Mission #2 No-show
1045 Mission starts(#3)
1430 Mission #3 ends
1435 Start Mission #4
1700 End Mission #4

1701 Start verifications
2200 Stop verifications

Figure 2-4. Example reliability test log showing

no occurrences.
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SUPPORT EVALUATION WORKSHEET
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¢ Countable Occurrences. Those occurrences on operationally
configured equipment which the test team determines to be
representative of occurrences that might happen in the opcra-
tional environment.

e Noncountable QOccurrences. Those occurrences which are unique
to the test environment and which are not representative of
the operational environment. For example, failures which
might be attributable to deficiencies of an in-plant test
environment, such as inadequate air conditioning, would be
categorized as noncountable.

Reliability Indices

Mean time between maintenance action (MTBM) and mean time be-
tween critical failures (MTBCF) are the two principal measures of
reliability determined during reliability evaluations. MTBM indices
have to do with the hardware reliability of the device, and MIBCF
indices relate to the operational reliability of the device. The
hardware and operational reliability determinations are calculated by
the DLE reliability/maintainability enginecer.

Hardware reliability. There are six versions of the MTBM
described in following paraaraphs, all of which are calculated by
dividing operating time by the total number of on-equipment main-
tenance occurrences, where operating time is defined as the system
elapsed time indicated (ET1). The formula used to calculate MIBM is
shown in Appendix A. The six versions of MIBM are as follows:

1. MT8M (preventive): This form of MIBM considers preventive
on-equipment occurrences during the active test. {Adjustments,
checking fluid levels, "tweaking" drifting indicators, etc.)

2. MTBM (induced): This form of MIBM considers all on-equipment
occurrences resulting from an item no longer meeting performance
requirements because of an induced condition. An induced condition is
defined as a condition resulting from an external source, e.g., power
fluctuation, environmental conditions, or operational error. FExamples
of operational errors would be the execution of an improper on-
equipment preventive maintenance action.

3. MTBM (no defect): This form of MIBM considers on-equipment
occurrences resulting from a non-defect condition. These are "false
alarm" occurrences. An example of a false alarm would be an apparent
failure such as might be indicated by operator error/confusion or in a
number of component areas when a failure of a power supply occurs.
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4, MTBM (inherent): This form of MIBM considers all on-

equipment occurrences resulting from an item no longer mecting perfor-
mance requirements due to an inherent condition. An inherent
condition is defined as a condition resulting from an internal degra-
dation of a component. A common example would be a degradation in IC
“chip" function due to a defective batch or due to heat. Once the
defective chips were replaced, the system would function normally.
MTBM (inherent) on-equipment occurrences are computed using all How-
Mal codes excluding those for MTBM (induced) or MTBM (no defect).

5. MTBM (al} failures): This form of MTBM considers all on-
equipment failures and refers to all failures considered in MIBM
(inherent), MTBM (induced), and MTBM (no defect).

6. MTBM (total corrective maintenance): This form of MTBM con-
siders on-equipment occurrences of MIBM (inherent) and MTBM (induced).

Operational reliability. The Mean Time Between Critical Failures
(MTBCF) is an index of the operational mission reliability of the ATD.
MTBCF is the total operating time during the evaluation divided by the
total number of critical failures during that time,

As defined earlier, a critical failure is one that degrades the
specified ongoing training mission of the device. When a failure
occurs, the instructor/operator pilot at the trainece station is con-
sulted to determine whether the failure had a significant impact on
the training mission occurring at that point in time. An example of a
critical failure would be a failure in the Horizontal Situation
Indicator during instrument training. Such a failure would impact the
ongoing training mission, and, thus, would be cateqgorized as$ a
"critical failure." A failure in the ATD visual system, however, pro-
. bably would not have affected the or_oing instrument training and,
therefore, would not be classified as a "critical failure."” See
Appendix A for more discussion on MIBCF calculation and critical
failure distinctions.

Built-in Test Equipment (BITE) reliability. Quantitative indices
of the ability of BITE to detect and isolate failures accurately are
expressed in terms of various RITE rates. The following BITE rates
are calculated. Computational formulas for these BITE rates are con-
tained in Appendix A:

e DBAIP rate (BITE accurately isolated problem) is the effec-
tiveness of the system both to detect a failure and to deter-
mine what failed.

® BADP rate (BITE accurately detected problem) is the effec-
tiveness of the system to identify that a particular failure
has occurred.




e BFDP rate (BITE fafled to detect problem) is the occurrence
rate of failures that should have been determined by BITE but
were not.

e BFA rate (BITE false alarm) is the occurrence rate of BITE
identifying failures erroneously.

Two of the identified reliability indices are of particular
interest to the ATD OT&E test director: (1) the overall hardware
reliability index, MTBM-all failures and (2) the operational relia-
bility index, MTBCF. After these two values have been calculated,
they are compared with the reliability criteria levels as defined in
the Reljability Test Plan: e.g., Threshold, Standard, and Goal. Two
actions are normally undertaken following instances where the data
yield a reliability value less than threshold value: (1) further
reliability analysis; and/or {2) submission of a Service Report (SR).
The purpose of the follow-on reliability analysis is to identify the
subsystem, equipment, or component which is the principal contributor
to or direct cause of the reliability problem. The Service Report is
the official means of notifying the SimSPO of a deficiency and has as
its purpose the initiation of corrective action to resolve the prob-
lem. SRs remain "active" until cleared by whatever corrective action
is determined to be appropriate. The remaining five reliability
indices--preventive, inherent, induced, no defect, and total
corrective--are principally of use in validating and refining pre-
viously developed estimates (see Figure 2-7, Example reliability
reporting table).

RELIABILITY MEASURE VALUE (HOURS) THRESHOLD STANDARD GOAL
MTBCF 45,2 17.2 39.0 49,0
MTBM (Preventive) 15.0
MTBM (Induced) 115.8
MTBM {Inherent) 25.3
MTBM {Total Corrective) 19.3 12.3 21.5 43.0
MTEM {No Defect) 50.7
MTBM (A1) Failures) 12.5

Figure 2-7. txample reliability reporting table (example shows
hypothetical data). Note: Formats for reporting
should follow current AFR 80-5 “Reliability and
Maintainability Programs for Systems, Subsystems,
Equipment, and Munitions.”




Supplementary reliability data for equipment items which exhibit
high failure rates during the evaluation period and which are pre-
sently in the USAF inventory can be obtained from the AFLC D056 pro-
duct performance system data bank and AFLC G026 Material Improvement
Program (MIP) reportl{s). Correlation of the OT&E data with those
historical data can aid the DLE test team in making more accurate
estimates of system and subsystem reliability.

RELIABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

Test and field data covering a variety of systems have indicated
that, if the system is mature, the failure rate will be relatively
constant throughout its programmed operational life cycle. When
equipment is produced and first introduced into the inventory, there
are usually more failures during a debugging or burn-in period. iLike~
wise, when the equipment reaches a certain age, there is a wearout
period during which failure rates increase. A typical failure-rate
curve illustrating this point is depicted in Figure 2-8. In accord
with this relationship, reliability assessments early in a systems
operational life are likely to result in lower MIBM and MTBCF indices
than would actually bte the case when the system matures. In-plant
test data, for example, will likely show lower system reliability than
data collected during subsequent on-site tests. One approach for
dealing with the problem of estimating mature system values is to com-
pile separate data for the latter portion of the overall test period.

MATURE SYSTEM
CONSTANT FAILURE
RATE REGION

UECREASING FAILURE INCREASING TATLURE
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In some cases, improvement in mature system values mav be attri-
butable to fewer failures and malfunctions in a single critical sub-
system, e.g., computer system, visual system. ATDs  frequently
incorporate subsystems from various manufacturers. If the reliability
of one of those critical subsystems is low during early test phases
because of faulty components, defective cabling, etc., it is likely
that attention by the appropriate contractor's technical represen-
tative will alleviate the problem for later tes* phases.

Personnel Requirements

A number of factors have an impact on the numbers and types of
personnel that will be required for reliability determinations during
ATD OT&E. Among others, these include device complexity and con-
figuration, phase of test, number of test items, and site of test. In
general, the following gquidelines apply; however, these personnel
guidelines must be modified by the test director as appropriate for
his particular circumstances:

SPECIALTY SOURCE AFSC NUMBER
DLE AFLC or 66170 1
MAJCOM 34100
Reliability & AFLC 2835 1

Maintainability
(R&M) Engineer

Fiight Sim Tech MAJCOM 34174 1/station/shift
Offensive Sim Tech MAJCOM 34176 1/station/shift
Defensive Sim Tech MAJCOM 34172 1/station/shift

For in-plant tests (e.g., combined DT&E/IQT&E), the reliability
demonstration (conducted by ASD) normally occurs at the eond cf the
total acceptance/qualification test period. An AFLC reliability
engineer 1is not needed for the total test period, but only for the
reliability demonstration. A test may be scheduled to last ahout a
month, but because of slippages in the program and ongoing enginecering
development on the device, it may run three or four times that long.
Proper resource identification and TDY schedul ing/budgeting are par-
ticularly important in this case, bhecause a lengthy slip in the
reljatility demonstration can create a drain on limited DY funding
resources.

The reliability demonstration is not always conducted in-plant
In some instances, the Air Force may conduct it after the device has
arrived on-site. In this case, the reliability demonstration would
actually be accomplished on-site as the last event prior to acceptance
(DD 250 sign-off).
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A Logistics Command reliability engineer is typically required
only for the structured reliability demonstration. A reliability
engineer is not normally required for extended on-site 10T&E or FOT4E
period of testing. However, it should be noted that, prior to the
start of test, a reliability engineer should be consulted to assure
that adequate data collection procedures have been defined.
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B. MAINTAINABILITY

MAINTAINABILITY EVALUATION ELEMENTS

There are two basic kinds of maintenance activity. The first,
corrective maintenance, occurs whenever a system component or function
has failed and requires subsequent repair or restoration. The other
type, preventive maintenance (or scheduled maintenance), occurs on a
regular basis and is intended as a means of reducing or preventing
unplanned downtime for corrective maintenance.

Maintainability is concerned with those characteristics of system
design and installation which affect the ease or difficulty of these
maintenance actions--corrective and preventive--so that the system may
be restored to, or retained in, a specified working condition.
Requirements for maintainability considerations are formalized in
Military Standards 470 and 471 anq gre imposed on all contractors
supplying equipment to the military.’

ATD maintainability and reliability are closely interrelated in
determining the overall suitability of a system. It is possible, for
example, to have a system that meets its reliability requirement in
terms of number of failures, but does not meet the maintainability
requirement 1n terms of the time required to restore the system to
operational status. Therefore, inclusion of maintainability eval-
uations during ATD OT&Es is an essential part of the evaluation of ATD
operational suitability.

Quantitative Maintainability

There are two categories of maintainability of interest during
ATD OTA&E. The first of these, quantitative maintainability, is
defined as a measure of the maintenance time and resources required to
keep an item operating. Quantitative maintainability evaluations
include computations of mean time to repair (MTTR), maintenance
manhours per operating hour (MMH/OH), mean manhours to repair (MMTR),
maintenance manhours per mission (MMH/M), maintenance manhours per
training hour (MMH/TH), and maintenance hours per action taken code
(i.e., the portion of total corrective maintenance time spent on cach
action taken category: troubleshooting, repair, adjustment, remove
and replace, and no defect). These indices provide the test director

1MIL-STD-470, "Maintainability Program Requirements."

2MIL—STD—471, "Maintainability Verification/Demonstration/

Evaluation.”




with a numerical basis for drawing conclusions about the overall main-
tainability of the ATD in question and serve to highlight those areas
that may require further study.

Qualitative Maintainability

The second category of maintainability, qualitative main-
tainability, refers to those areas of system maintainability that must

be evaluated by qualitative judgments. For example, item location
accessibility, safety hazards, and "serviceability" would be of con-
cern in qualitative maintainability evaluations. Human factors
concerns--e.9., weight, handles, height above ground level--would also
be pertinent in the qualitative evaluation. Guidelines for maintain-
ability human factors considerations are contained in MIL-STD-1472,
"Human Engineering Design Criteria for Military Systems, Equipment,
and Facilities," Section 5.9 of which covers the following main-
tainability design guidelines:

e Mounting of components within units

e Adjustment controls

® Accessibility

e Lubrication

e Unit cases and covers

® Access openings and covers

e Fasteners

¢ Unit design for efficient handling

® Mounting

® Retaining devices

& Conductors

¢ Connectors

e Test points

o Test equipment

e Failure indications and fuse requirements

e Gas and fluid line identification
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MAINTAINABILITY EVALUATION METHODS

The DLE should review all maintainability test plans to ensure
that the planned testing and data recovery procedures are sufficient
to allow for an adequate assessment of quantitative and quatitative
corrective and preventive maintainability concerns. The DLE team
should actually observe contractor maintenance tasks during main-
tainability evaluations to ensure that available technical data and
proper support equipment are being used and that all repair data are
being thoroughly and accurately recorded.

Quantitative Maintainability Evaluation Procedures

Depending on the user's concept of maintenance--Air Force or
contractor--early OT&E (I10T&E or QOT&E) maintainability determinations
may be conducted either in-plant or on-site. If organic Air Force
maintenance is planned, the maintainability evaluation will normally
be conducted on-site in its intended environment with representative
Air Force maintenance personnel. If contractor logistic support (CLS)
is planned, the maintainability evaluation will normally be conducted
in the contractor's facility. Two sources of maintainability data may
be combined to support early OT&E estimates in this area. The first
of these is the structured maintainability demonstration (M-demo) con-
ducted hy the SimSPO during device DT&E or QT&E. The second source is
those maintainability data resulting from maintenance actions per-
formed during other periods of test (e.g., reliability testing, opera-
tional effectiveness testing, etc.).

M-demo procedures. The following is a description of the basic
procedures followed in the structured ASD maintainability demonstra-
tion. However, collection of data during other periods usually
follows the same basic methods of observing maintenance actions and
recording relevant information on a standardized maintenance obser-
vation record form (e.g., AFTO 349). The principal difference is in
the source of "faults." [Instead of inserting preselected faults for
evaluation as is done in M-demo, observations during other occasions
are based upon those "natural" faults and mal functions that may occur.

In gathering data to assess the device's maintainability during
M-demo in the early phases of OT&E, one or more preselected faults are
inserted into the equipment with the maintenance team absent from the
area. The faults inserted are identified in a set of "failure data
forms" supplied by the contractor, and approved by the SimSP0O. Figure
2-9 illustrates the format and content of these forms. Once a fault
has been inserted and verified, the maintenance team enters the area
and initiates the appropriate corrective maintenance action. An inde-
pendent observer uses a stop watch and a test observer recording form
(AFTEC 99, AFTO 349) to record the time required for each step in the
maintenance process.




MAINTATNABTLTTY OEMONSTRATION
CORRECTIVE MAINTENANCE TASK TO BE DEMONSTRATED

FAILURE NO. 1

NOMENCLATURE :
Matrix board (VASI drive)
A 74/489/600-620
LOCATION OF FAILURE:

Maintenance rack

FAILURE INSERTED:
Remove board
Lift off link between T35 and AA33

TYPE OF FAILURE INSERTED:

Failure of matrix board due to open circuit condition
SYMPTOMS:

No VASI motor drive effective on VASI 1.b., {paralle))
Prism may exhibit hue neither red nor white

ESTIMATED REPAIR TIME: 43 minutes

Figure 2-9. Example contractor provided maintainability failure data

form.




Separate data sheets are filled out for each corrective task or
simulated failure. The failure data forms and the completed test
observer record forms constitute the bulk of the maintainability
demonstration raw data. It should be noted that some portions of the
data collected on these forms are quantitative, (e.g., time), whereas
other portions are qualitative (e.g., use of tools, test equipment,
etc.).

In some cases, failure to meet time standards for restoring the
system to operation can be traced to support factors such as an
excessive use or lack of technical documentation, test equipment, or
other unproductive time use. These factors should be addressed under
logistics supportability assessments.

The above described data gathering procedure applies to both
corrective and preventive M-demos. Time data for preventive main-
tenance tasks being evaluated are recorded in the same manner and on
the same forms as are used for “"simulated” failures, except that the
maintenance team is instructed to initiate a specified preventive
maintenance routine as opposed to a corrective maintenance action.

Maintainability testing typically lasts a minimum of two weeks,
during which time a number of corrective and preventive maintenance
tasks are demonstrated. Usually the majority of the tasks to be
demonstrated were randomly selected in advance by the SimSPO from a
larger set of tasks. However, in addition to the randomly preselected
tasks, the Air Force often may select a number of additiona' main-
tenance tasks for demonstration purposes.

As noted earlier, the OT&E maintainability evaluation includes
both data resulting from the structured M-demo and data resulting from
natural maintenance actions. Later FOT&E focuses exclusiveiy upon
maintenance actions resulting from natural faults and malfunctions as

they occur.

Quantitative Maintainability Indices

Mean time to repair (MTTR) and maintenance manhours per operating
hour (MMH/OH) are the two primary measures of effectiveness which
result from the quantitative reliabiiity evaluation. Other measures
are mean manhours to repair (MMTR) and maintenance manhours par
training hour (MMH/TH). Computational formulas for these measures are
contained in Appendix B.

Mean time to repair (MTTR). MTTR is the total corrective main-
tenance clockhours during the test period divided by the total correc-
tive maintenance actions over that same period. (Certain guidelines
have been developed regarding which times to include in MTTR calcula-
tions. These guidelines are contained in Appendix B.) Time is
usually reported to the nearest tenth (0.1) hour.
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MITR (critical). This is a measure of the corrective manhours
expended on critical failures divided by the number of critical
failures. This provides the average time to repair a critical
failure. Maintenance crew size is not considered. Separate MTTR
{critical) values may be compiled for certain device subsystems in
addition to the device as a whole. For example, visual system, motion
system, computer system, and instructor/operator station usually are
compiled as separate entities,

Mean manhours to repair (MMTR). MMTR is the total corrective

maintenance manhours during the test period divided by the total
corrective maintenance actions over that same period. The time guide-
lines specified for MITR apply (see Appendix B).

Maintenance mannhours per training hour (MMH/TH). MMH/TH is the
total of all maintenance manhours expended during operational testing
divided by total number of hours the ATD was used for operational
training (simulated or actual) during that testing period. In addi-
tion to the time guidelines specified for MTTR, some additional con-
siderations are defined (see Appendix B).

Maintenance manhours per operating hour (MMH/OH). MIH/OH is the
total direct maintenance manhours divided by the total operating time
of the system. Maintenance manhours are the total of the direct main-
tenance manhours expended during operational testing times (e.g.,
reliability demonstration and operating effectiveness testing) on
those occurrences listed under MIBM. Operating hcurs are the total of
the system power-on hours during the operational testing times.
Manhours are reported for both on- and off-equipment expenditures.
MMH/OH is calculated for all manhours expended in the six basic cate-
gories of maintenance occurrences (Preventive, Inherent, Induced, No
Defect, A1l Faijlures, and Total Corrective), and also for inspection
and support general expenditures.

Once calculated, the results of quantitative maintainability
measures are evaluated with respect to the threshold, standard, and
goal criteria established in the test plan (assignment of evaluation
criteria normally applies only to the MTTR and MTTR [criticall
measures). Figure 2-10 shows an example of how these values may be

-neported. For those items causing below threshold values, comparisons

should be made to corresponding reliability data, and a prioritized
Tist of candidates for corrective action should be developed. At this
point, consideration 1is given to the practicality/feasibility of
correcting the condition, and a service report (SR) may be submitted
as a result of this consideration,

Qualitative Maintainability Data Collection Procedures

As noted earlier, qualitative maintainability determinations have
to do with accessibility, serviceability, ease of maintenance, human
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MATNTATNABILITY TOTAL MATURE "THRESH- — STAN-
MEASURE TEST SYSTEM OLD DARD GOAL
MTTR 1.50 1.01 4.0 1.5 0.7
MTTR (critical) 4.35 1.98 4.0 1.5 0.7
MTTR 3.10 1.58
MMH/TH 0.43 0.34
i MMH/OH ;
- Preventive 0.20 0.24 i
- Induced 0.03 0.02
- No Defect 0.01 0.02 %
- Inherent 0.21 0.10 1
- A1l Failures 0.19 0.13 ?
- Total Corrective 0.31 0.15

SUBSYSTEM MTTR (critical)

Computing system 8.60 0.88
Visual system 3.96 2.39
Motion system 1.23 1.10
Instructor stations 3.15 2.85

Figure 2-10. Maintainability reporting format (hypothetical data).

38




factors, etc. The judgments made during this type of evaluation are
not necessarily supported by strict quantitative criteria; they
require that the evaluator utilize his expertise and experience.
Emphasis is placed on identifying equipment design and installation
characteristics that have potential for causing maintenance dif-
ficulties or safety hazards. Therefore, each deficiency or potential
deficiency must be assessed on a case-by-case basis. In cases where
problems are identified with accessibility and location, it may be
possible to substantiate resulting SRs with quantitative data. Often
still/motion pictures or video taping may prove useful.

The procedure employed to gather qualitative maintainab*lity
information is implemented by the Maintainability Evaluation Check-
1ist. An example of such a checklist is provided in Appendix B.
Elements of that checklist can vary significantly in detail or gener-
ality. In OT&E, the DLE team reliability/maintainability engineer
manually compiles and analyzes the required data.

Built-in test equipment (BITE) effectiveness. Bite effectiveness
refers to the impact ofF BITE on the maintainability of the system.
The various BITE rates compiled under BITE reliability assessments
should be assessed to determine areas where BITE significantly
enhances or degrades ease of maintenance actions. This is primarily a
qualitative assessment based upon the types of BITE available and
those maintenance actions to which they apply.

MAINTAINABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

As noted in the reliability subsection, test and field data have
indicated that such measures on "mature" systems are normally improved
over measures taken when the system 1is first introduced into the
inventory. Improvement in mature system maintainability values can be
expected also to occur. As familiarity is gained with the system and
common maintenance actions are defined, along with properly developed
maintenance technical data, the mean time required to repair the
system should decrease, thereby resulting in improved overall MTTR and
MHMH/OH measures.

The technique of compiling separate data for the latter portion
of the overall test period may also be employed to estimate mature

system maintainability. Figure 2-9, presented earlier, portrays how
these data can be displayed for comparison purposes.

Personnel Requirements

Because maintainability tests normally occur subsequent to
reliability tests during combined testing, the personnel reguirements
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to accomplish maintainability assessments are not usually of concern.
Additional simulator technicians are not normally needed because the
same people required to support reliability assessments may be uti-
lized for maintainability tests. It is important that these personnel
be as familiar as possible with the maintenance tasks under test. The
following personnel guidelines generally apply:

SPECIALTY SOURCE AFSC NUMBER
DLE AFLC or 66170 1
MAJCOM 34100
Reliability & AFLC 2895 1

Maintainability
(R&M) Engineer

Flight Sim Tech MAJCOM 34174 1/station/shift
Offensive Sim Tech MAJCOM 34176 1/station/shift
Defensive Sim Tech MAJCOM 34172 1/station/shift

As was the case with the reliability engineer during reliability
testing, the maintainability engineer is not needed during the total
test period. He is needed only for the maintainability demonstration
during combined testing. During FOT&E, a senior logistics person may
be substituted and given responsibility for maintainability deter-
minations. However, during FOT&E, maintainability observation may
necessitate augmenting manpower during such observation periods
depending on device complexity and extent of test requirements.
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C. AVAILABILITY

AVAILABILITY EVALUATION ELEMENTS

The availability of an ATD is a function of its combined relia-
bility, maintainability, and logistics supportability. From the
standpoint of the user, ATD availability measures reflect the readi-
ness of the ATD to perform its specific training mission at any given
point in time. Availability is, therefore, the measure of greatest
interest to the operational users of ATDs.

There are two basic kinds of availability addressed during ATD
OT&E: Inherent Availability (Aj) and Scheduling Availability (Ag).
In addition to these two kinds of availability determinations, Mission
Capable Rates (MCRs) are of interest during ATD suitability eval-
uations. The following paragraphs discuss availability assessment
procedures (A; and Ag) and MCR determinations.

Inherent Availability

Inherent availability (Aj) is defined as the probability that the
simulator will operate satisfactorily at a given point in time.
Inherent availability measures provide preliminary information on the
potential availability of the device. The term "potential” is used
here because inherent availability assumes an artificial environment
in which there are no logistics delays, free time, administrative
time, or storage time. Inherent availability is a measure of the
built~-in availability of the device.

Scheduling Availability

Scheduling availability (Ag) may be defined as the probability of
completing any scheduled training mission. Two forms of Ag are used:
The first, Agl, is the ratio between completed missions and scheduled
missions; the second, A;2, is the ratio between hours flown and hours
scheduled. It goes beyond inherent availability to include the actual
environment with its scheduling and logistics delays.

Mission Capable Rates

Although not an availability estimate in the pure sense, mission
capable rates (MCR) are also a critically important aspect of ATD
availability concerns. Mission Capable Rates predict the percentage
of possessed time that a device can be expected to be usable for
training, i.e., mission capable. In this sense, MCR determinations
can provide a true- picture of device availability in the context of
its operational training environment.

4l

B




AVAILABILITY EVALUATION METHODS
Inherent Availability

Reliability (MTBCF) and maintainability (MTTR) data are used to
calculate Aj for the overall system and its major subsystens. The
data collection procedures, definitions, criteria, and miscellanccus
factors described under the preceding reliability and maintainability
sections also apply to these calculations. System MIBCF and MITR of
critical failures are used. [f system A; is less than threshold,
Aj is calculated for critical subsystems to determine which subsystem
is responsible for the low Aj. The components causing the low Aj are
then identified and, using the Aj, MTKCF, and MTTR figures as justifi-
cation, a service report (SR) mway be submitted. Typical thresnold
values for availability are displayed in Figure 2-11.1  Inhcrent
availability indices are reported in all interim and final Of&t
reports. Figure 2-12 shows an example of how Aj data may be formatted
in final reporting.

Scheduling Availability

Scheduling availability determinations will be based solely on
data from those times when the simulator 1is undergoing integrated
mission testing. The DLE reports scheduling availability usually on a
weekly basis. A preprinted mission schedule is required by the logis-
tics technicians. This schedule should show the types of missions and
the hours scheduled per type of mission. The instructor pilot (IP)
determines whether a training mission was successful, or what portion
of the mission was successful. Only those training missions which
occurred during full system operational tests are counted as scheduled
or successful missions. All scheduled training time lost is counted,
including losses due to maintenance, operations "cancels” or "no
shows," software, and faciiities. Agl and Ag2 value are calculated,
based on the data provided on mission scheduling, using the formulas
in Appendix C.

Scheduling availability may be calculated for each type of mission
flown in the simulator. Reasons for less than threshold Ag are ana-
lyzed. Causes of the low Ag are sought from exanination of the relia-
bility and maintainability data. Causes of the low Ag are identified,
and a new Ag calculated whenever the cause of a given low Ag has been
corrected. Service reports are then submitted as required.

The DLE reports overall simulator and mission-type Ag values to
the OT&E test director. Scheduling availability data are Included in

the final report. Figure 2-13 provides a sample format for reporting
these data.

lAppendix C contains the computational formulas for all availa-
bility determinations.
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MOE THRESHOLD

Aj 85% 95% 96%
Agl 85% 90% 96%
Ag2 85% 90% 96%
Figure 2-11. Availability evaluation criteria (typical).
TOTAL MATURE ~ THRESH-  STAN-
TEST SYSTEM 0OLD DARD GOAL
Ay 93.7%  98.0% 85% 95% 96%
Subsysteins Aj:
Computing system 96.5% 98.9%
Visual system 98.7% 98.9%
Motion system 99.9% 99.9%
Miscellaneous 88.0% 99.1%

Figure 2-12.

Example format for reporting inherent availability (A;),

Hypothetical data show both total test and mature system
data (see phase of test considerations).

TOTAL
. TEST
Al 8/%
Ag2 86%

Figure 2-13.
(A

MATURE
_SYSTEM

91%
90%

Exanple format for
Hypothetical

reporting
). data show both
mature system values (see phase of test considerations)

THRESH-  STAN-
0D DARD GOAL
85% 90% 96%

85% 90% 95%
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R; vs. Ac Implications. There is & particular importance to the
relationship Detween Ay and As: Aj should always be greater than As.
The difference between these two availabilities provides an index of
the availability decrement directly relatable to possible logistics
and/or administrative problems. Thus, the magnitude of tnvs dif-
ference can provide the user with an indication of the availability
gain to be derived from improved logistics support, improved main-
tenance management, or more effective operations scheduling.

Mission Capable Rates

MCR assessments are based on data gathered from al) periods of
operational mission testing. During these perjods, the DLE records
all clockhours that the simulator is "possessed"1 plus clockhours that
the simulator is fully mission capable, partially mission capable, or
nonmission capable. The DLE uses a mission capable chart to collect
the necessary data. This chart provides a chronological accounting of
the status of the device, with regard to its capability to support its
intended mission. (See Appendix C for a sample mission capable chart
and guidelines for its completion.)

Full mission capable (FMC) is defined in AFR 65-1102 as the per-
centage of possessed time that a system is capable of performing atl
of its assigned mission. A discrepancy which does not detract from or
degrade mission capability is not reflected as non-FMC time,

Non-FMC time is divided into two categories in accord with AFR
65-110, depending on its mission impact. The two major categories
are: not mission capable (NMC) and partial mission capable (PMC).
These two categories are fTurther classified as FTollows:

o NMCM scheduled: This status occurs whenever the simulator is
undergoing inspections or preventive maintenance and the simu-
lator is not usable for mission accomplishment. Daily inspec-
tion, such as pre- and post-mission checks, will not be
counted as NMCM scheduled time. {These checks are FMC
functions.)

o NMCM unscheduled: This status occurs whenever the simutator
requires unscheduled maintenance which must be accomplished
before any further operational training can be accomplished.

1“Possessed time" iJs defined as the time from initiation of
mission testing until its completion. If the simutator stops oper-
ating for any reason other than far maintenance or supply, that time
will not be included.

2AFR 65-110, "Standard Aerospace Vehicle and fquipment Inventory,
Status, and Utilization Reporting.”




e NMCS: This status occurs whenever the simulator 1is not
capable of performing any operational missions because of a
lack of parts. For the purposes of this objective, WS time
under 0.5 hours will normally be reported as KMCM unscheduled
if the required part is obtained within that 0.5 hours (NMCS
status begins at the time the part is determined to be non-
available and that no further maintenance can be accomplished),
If the required part is obtained within 0.5 hours, the simula-
tor will be considered NMCS from the time the part was required
and maintenance ceased.

e PMCM. This status occurs when the simulator can be used for
operational training but it cannot perform all required
missions because of one or more systems or subsystems being
inoperative. Additionally, maintenance must be in progress or
deferred for reasons other than lack of parts or supplies.
Daily or local inspections will count as PMCM.

¢ PMCS. This status occurs when the simulator can be used for
operational training but it cannot perform all required
missions because of a lack of parts. The same criteria as
described in the MMCS paragraph apply here.

e Flyable. This is the sum of the PMCS, PMCM, and FMC times.

Using the data on clockhours per type of status, and the possessed
clockhours data, the DLE calculates the mission capable rates using
the computational formulas contained in Appendix C. The DLE then ana-
lyzes the cause of less than desired PMC/NMC rates and determines
what, if any, specific subsystems/components are driving these rates.
For rates which fall below threshold value, the DLE determines the
primary causes and then examines the basic reliability and main-
tainability data to obtain additional material for possible submittal
of a service report. Service reports may be submitted against speci-
fic components if it is possible to determine which components are
consistently causing the PMC/NMC rate.

The DLE ensures that the status chart is updated daily. Addi-
tionally, he provides the test director the overall system availabil-
ity figures for inclusion in the final OT&E test report using an

appropriate reporting table. The DLE also includes an evaluation of
work unit code versus PMC/NMC rates in the final report. An example

of MCR final report table is shown in Figure 2-14.




TOTAL MATURE THRESH-  STAN-

TEST SYSTEM OLD DARD GOAL
NMCM scheduled 1.2% 1.2% 4.0% 1.5% 1.2%
NMCM unschedul ed 7.2% 1.6% 9.6% 2.5% 2.0%
NMCM (total) 8.4% 2.8% 13.6% 4.0% 3.2%
NMCS 1.9% 0.0% 3.0% 1.0% 0.8%
PMCM 16.4% 23.2%
PMCS 46. 3% 32.6%
FMC 26.9% 41.4%
Flyable total 89.6% 97.2% 83.0% 95.0% 96.0%

(PMCM+PMCS+FMC)

Figure 2-14. Example format for reporting mission capable rates
{MCR) . Hypothetical data show both total test and
mature system values (see phase of test considerations).




D. LOGISTICS SUPPORTABILITY

LOGISTICS SUPPORTABILITY EVALUATION ELEMENTS

Logistics supportability concerns those areas having to do with
supporting/maintaining the prime system equipment in its intended
operating environment. In ATD OT&E it is critical to evaluate the
adequacy of all logistics support elements in order to identify those
areas of concern relative to the support of the system throughout its
programmed life-cycle. The conseguences of improper attention to
system logistics needs can be costly delays in operational maintenance
and even costlier delays and/or interruptions to the ongoing training
of aircrew personnel.

LOGISTICS SUPPORTABILITY EVALUATION METHODS

The procedures for addressing logistics supportability concerns
are not currently as well defined as are those for reliability, main-
tainability, and availability. Logistics supportability evaluations
during ATD OT&E are mostly qualitative in nature and are, therefore,
highly dependent on the expertise and experience of the responsible
DLE team personnel. As a consequence, the results of such evaluations
often cannot readily be subjected to rigorous threshold accept/reject
criteria.

The factors examined during logistics supportability evaluations
include the following: Personnel; Support Equipment; Supply Support;
Training; Technical Data; Facility; Transportation and Handling; and
Depot Supportability (as applicable). Evaluation of these factors is
discussed below.

Personnel

The purpose of examining personnel requirements factors during
ATD OT&E is to validate and update the accuracy of earlier manpower
planning estimates (both numbers and skill levels). Of interest are
the personnel riquired for the maintenance of the ATD and its asso-
ciated support equipment throughout 1its programmed Tlife-cycle.
Evaluation of manpower requirements is conducted to determine whether
they are adequite to meet the requirements specified for the ATD by
the MAJCOM opera*ional concept. The DLL's assessments during OT&E are
compared with the contractor's maintenance manning proposal and the
proposed unit manning renuirements (iMR) to identify any needed modi-

fications.
There are two bhasic nethn! “ to estimate manpower require-
ments. The primary method ¢~wivv ¢ 411 systems is described in AFM




26-3, "Air Force Manpower Standards.“ This manual is usually supple-
mented by additional gquidance from using commands to cover command-
unique manpower standards. The second method 1is the logistics
composite model (LCOM). Although the LCOM is the preferred method for
performing manpower analyses and assessments for aircraft systems, AFM
26-3 procedures are customarily used for ATDs. AFM 26-3 provides cri-
teria and equations for calculating manpower requirements for vir-
tually every organizational element authorized in any Air Force unit
and also provides rules appropriate for ATD operations where special
manning requirements exist.

Manpower requirements evaluations include both direct and
indirect manning needs by position and shift. Ffor ATDs, operations
and maintenance manpower is based on "position manning requirements,"
because one or more maintenance personnel must always be present in
the operations or maintenance areas regardless of the productive time
expended. This changes to a requirement thet two or more people be
present whenever simulator power is applied (one of these personnel
must be a Training Devices Technician [AFSC 3417X] qualified in system
operation). The minimum numbers of people required per position or
shift, and per month, are usually calculated by the DLE team manpower
specialist as described in Appendix D.

Evaluations of personnel requirements during O0T&E serve two pur-
poses. They provide a basis for (a) validating cost estimates, and

{b) for finalizing the device operations and maintenance manpower
requirements.

ATD Support Equipment

ATD support equipment (SE) consists of all special tools, moni-
toring and checkout equipment, measurement and calibration equipment,
maintenance stands, and handling equipment required to support sche-
duled and unscheduled maintenance actions associated with the prime
equipment. SE is considered "standard" if it is off-the-shelf and/or
already nationally stocklisted. It is considered "ATD peculiar® if it
is newly designed and unique to the ATD being evaluated. The proce-
dures, definitions, and criteria described earlier in ATD reliability
and maintainability determinations are also used for comparable SE
evaluations. The OLE usually uses the same data gathering instruments
(e.g., AFTO 349) for SE suitability assessments as were used during
reliability/maintainability evaluations. He may also employ a special
SE evaluation checklist for the compilation of qualitative SE infor-
mation. An example of such a checklist is provided in Appendix D.

Supply Support

Supply support (Spares and Repair Parts) consists of all repair-
able and nonrepairable spares (units, assemblies, modules, etc.),




repair parts, consumables, special supplies, and related inventories
needed to support scheduled and unscheduled maintenance actions asso-
ciated with the prime equipment, test and support equipment, facili-
ties, and training equipment. Supply support considerations address
each maintenance level {echelon) and each geographical location where
spare/repair parts are distributed and stocked, the distances between
stockage points, and the methods of material distribution. The pur-
pose of evaluating supply support is to anticipate, insofar as possi-
ble, utilization problems which may be encountered due to supply
shortages. A number of data sources are available for the assessment
of ATD supply support. These data sources include supply consumption
data, condemnation events and duration of status, projected support
requirements (provisioning), proposed bench stock, LSA (logistics sup-
port analysis) reports, availabjlity (NCS) rates, packaging and
handling information, and service reports (SRs).

The DLE logistics specialist and supply analyst review and eval-
uate stock usage during OT&E tr determine adequacy, completeness,
and/or deficiencies in the contractor's proposed spares provisioning.
LSA reports also are reviewed and compared to actual failure data.
The DLE determines whether the contractor's stockage level for the
device is acceptable.

If the test is being conducted under the standard Air Fcrce main-
tenance data collection (MDC) system, e.g., AFTO 349, then available
data are used to compute actual spares consumption, not-repairable-
this-station rates (NRTS)}, depot overhaul turnaround times, mean-time-
between-demand rates (MTBD), condemnation rates, and cannibalization
rates. These rates allow the DLE 1logistics specialist to recommend
adjustments in spare parts levels to compensate for actual high and/or
very low usage rate items. Note that the MDC system requires that
detailed work unit codes are available at the beginning of test.

The adequacy of packaging and handling procedures and materials is
determined subjectively. Reports are submitted on an exception basis
whenever improper packaging and handling procedures or material are
discovered.

Training

In addition to personnel requirement determinations, the adequacy
of maintenance training plans and programs must be assessed. To
accomplish this evaluation, which by necessity is Targely subjective
in nature, the DLE, with the assistance of ATC training specialists,
reviews the planned training to determine area~ of potential problems.
This review of training plans and proposed course oulines is accom-
plished by the DLE training specialist, and any observed training
inadequacies are reported to the OTAE test director. The results of
this training evaluation may modify subsequent ATC course content, OJT
procedures, training aids, and associated training methods.




Technical Data

Technical data are the 70s, drawings, microfilm, operating and
maintenance instructions, modification instructions, provisioning and
facilities informatior, specifications, inspection and calibration
procedures, and computer programs required to support installation,
checkout, operation, and maintenance of the prime equipment and asso-
ciated test and support equipment.

DLE technical data specialists/simulator technicians conduct pre-
lTiminary evaluations of technical data during TO reviews, the main-
tainability demonstration, and during whatever other times the
appropriate technical data are available. A1l utilized technical
data, including contractor drawings, arc evaluated for suitability,
adequacy, completeness, and correctness. The evaluations provide
identification of unsatisfactory maintenance procedures in technical
data; fidentification of inconsistencies with general hardware T3s;
assurance that all safety requirements are included in the handbooks
and that warning and caution notes have been incorporated; assurance
that the -6 handbook reflects repair restrictions and time-change
renuirements; and analysis of bench-check-serviceable rates and could-
not-dupticate rates to identify those occurrences caused or encouraged
by poor technical data.

The availability of technical data (or lack thereof) during early
OTKE phases sometimes poses a problem. In some cases, evaluation of
technical data may have to be postponed until sufficient such data are
available.

An in-depth comprehensive analysis of technical data during ATD
OT&E cften is not possible since a complete set of verified and vali-
datec technical data will not normally be available for review. The
use of overly detailed procedures for evaluation of technical data is
therefore usually inappropriate during ATD IOT&E. Even the evaluation
checkl “sts included in Appendix D may be too extensive for use with
early techrical data and may necessitate an approach wherein only
Maring discrepancies can be noted,

S ficiencies in preliminary technical publications are identified
using AFTO Fewm 152, The DLE technical data specialist will ensur-
that copies of ATO Form 158 and supporting review comments are made
aviilable for this evaluation. Normally, a more conprehensive tech-
nical data review i< nossihle during FOT&E subsequent to verification
and validation. In this case, AVT0 form 22 is used instead of Form
Tt record comments and deficiencies.

To aid in analysis and evaluation of pertinent technical data,
checklists can be employed that address manual content and style.
fvaiptec of technical data evaluation checklists are contained in
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Facilities

Facilities consist of the physical plant, real estate, portable
buildings, housing, intermediate shops, depots, etc., renuired to sup-
port the operational and maintenance functions associate! with the
ATD, its *est and support equipment, training eguirent required
throughout the ATD's life-cvcle, storage for sare/r.;pair parts and
data, administrative space for operator maintenarte personnel, and
training operations areas.

The adequacy of ATD support facilitivs is a1 3irea of OT&F
assessment that depends largely on subjective Jjudatsr*<.  The exper-
tise and experience of the respansible DLE persannel therotore greatly
affect the outcomes of the evaluation. All mairterancie activities
should be monitored to identify any facilities ronquire - %s that are
not adequately met. DLE personnel should review apnlice™le publica-
tions and maintenance and SE requirements, and report any required new
facilities, additions, or modificaticns deemed naccessary to support
the ATD. Support can alsc be solicited from cther resporsible agen-
cies, including the maintenance contractor, >imSPD, ™AIT M, and ATC,
in accomplishing this evaluation.

The DLE facilities snecialist customarily ovaluates the facili-
ties using a facilities evaluation checklist, Froblen areas  are
reported on an exception basis; i.e., if 2 rredlem or potential
problem s identified, it 1is reportec using the o 12 reporting
system.  Quantitative data are kept on those tfacility-related systems
which are integral to the simulator, rega ilcss of wiheother these
systems are managed as equipment or real property.

Tre facilities evafuation usually encorpacses a thorugh subjec-
tive evaluation of the maintenance work areas, classraom training
areas, briefing/debriefing areas, storage arcas, supervision areas,
computer areas, hydraulic pump room {motion-t.:.d ATDs), simulator
bay, computcr bay, instructor-operator slation, etc., wusing a
checklist that allows, as a minimum, evaluation ¢ the adeguacy of the
following:

(1) Space

(2) Electrical power systems
(3) Lighting

(4) Cooling systems

(5) Simulator clearances

{6) Convenicnce factors
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(7) Emergency exits

(8) Quality of materials used

(9) Human factors {related to facilities)

(10) Storage requirements

{11) Built-in support equipment

(12) Fire extinquishing/suppression systems

(13} Fxternal ingress/egress

{14) ‘tecurity [physical and classification)

The DLE analyzes and evaluates the facilities evaluation check-
lists completed by the various evaluators for their area of interest.
The DLE may initiate service reports at any time a facilities prohlem
is detected. The DLE summarizes facilities problems in interim and
final reports to the test director. A typical facilities evaluation

checklist is provided in Appendix D.

Transportation and Handling

Transportation and handling addresses those special previsions
such as reysable containers and supplies necessary to support
packaging, oreservation, storage, handling, and/or transportation of
prime cquipnent, test and support equipment, spare/repair parts, tech-
nical data, and facilities.

Logistics evaluation personnel observe contractor transportation
and handling of the ATD equipment and supplies. Additionally, the
transportation design characteristics of all major comnponents are
reviewrd, As problems or potential problems are detected, they are
reported by the SR process to the DLE. The transportation and
handling checklist is conpleted for the transport of the simulator/
systens . and checklists will be completed on a sampling of various
sunplies., AY1 findings are included in the final OT&E repo-t. Aan
exaiple of a transportation and handling checklist s shown in |
Appendic DL !

"1l «tandard transpertation and handling evaluations during ATD
UTRE may not be prasible to gccomplish if military standard transpor-
taticn and handling reguirements are waived, for example, allowing the
contractor to use best commercial practice" procedures. Such a
wilver 1S5 a cormon occurrence.




Oepot Supportability (as applicable)

Depot supportability is concerned with the projected workload,
the skills and manpower required for repair, facility requirements,
tools and test equipment, software, data, training, and spare parts
requiced to develop an organic depot overhaul capability.

A number of data sources may be utilized in evaluation of depot
supportability. These include the depot facility site survey, tech-
nical data and drawings, repairable item lists, automated test equip-
ment, software documentation, training plan/course identification,
service reports, logistics support analysis (LSA reports), firmware
documentation DIDs (Data Item Descriptions), and tools and test equip-
ment {hoth peculiar and common).

An experienced simulator logistics specialist is required for the
evaluation of depot supportability, because relevant data must be con-
sidered subjectively. Findings in this area are compiled into a depot
mainterance capability development plan by the DLE and provided to the
test director for incorporation into the final report.

LOGISTICS SUPPORTABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

Logistics supportability assessments provide insight into other
suitability factors and impact a number of critical decision areas.
The most apparent of these has to do with the planning and budgeting
for downstream Jlife-cycle costs. Another key area concerns - the
logistics support complement of future devices of the same or similar
type and application. For example, support equipment may have been
specified for the device under test that is not really needed, and
conversely, necessary SE may have been omitted. This finding could be
used to define future system support packages.

Personnel Requirements

lLogisitics supnortability assessments ordinarily will be carried
out by delegating such responsibilities to available simulator tech-
nicians. However, contact by the test director with expert personnel
in the following identified arecas of interest is strongly recomiended
during early test planning and for review both of planned test proce-
dures and the logistiis supportability portion of the final report.
In this way, these personnel need only be accessed for ceonparatively
brief periods during conduct of the test. Accessing tuesc two spe-
cialists is of particuiar importance.
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Simulator Technician

Supply Systems Specialist
Manpower Management Ofticer
Supply Operations Officer
Training Technician
Transportation Officer
Civil Engineering Officer

Packaglng Specilalist

*"X" Specialty area as appropriate

SOURCE
AFLC
AFLC

MAJCOM

MAJCOM

MAJCOM/ATC
AFLC
O0ALC/MAJCOM

AFLC

AFSC

3417X*

7424
©042%
75172
hYS
5516

60252

to device under evaluation,

NUMBEK



E. OPERATING AND SUPPORT COSTS

0&S COST EVALUATION ELEMENTS

Six major elements of ATD 0&S costs should be considered during
OT&E. These are: (1) simulator maintenance manpower, (2) replenish-
ment spares, (3) simulator maintenance materiel, (4) support equip-
ment, (5) facility maintenance costs, and (6) electrical power costs.

Simulator Maintenance Manpower

This cost element refers to the cost of manpower required to
maintain the simulator in its intended operational environment. This
element is basically the cost of providing those personnel needed to
meet the base-level maintenance requirements of the simulator. This
element includes all manpower costs incurred to meet the direct main-
tenance demands of the simulator, to provide for maintenance super-
vision, and to cover administrative requirements such as leave,
sickness, TDY, etc. Included are personnel at both the organization
and intermediate levels. Not incTuded, however, are depot level main-
tenance personnel who may be required periodically at centralized
depot repair facilities. If contractor field service support (CFS)
and/or field service representatives (FSR) are required, such costs are
also incorporated.

Replenishment Spares

This element covers the cost of procuring system assenblies,
spares, and repairable parts which are normally repaired and returned
to stock. In addition, it includes procurement of stock levels that
dre not provided by initial spares procurement. These are centrally
managed investment type items.

Simulator Maintenance Materiel

This element is the cost of purchasing materiel from the general
and system support division of the stock fund. This includes all
nonrepairable expense-type items including bench stock, direct
materiel, and base operating consumables used in the organizational
and intermediate maintenance activities at base level.

Support Fquipment

This element covers the cost of procuring common maintenance and
repair shop equipment, instruments, test ecquipment, and spares for
this equipment. These cquipment demands are qencrated by a need to
(1) replace peculiar support equipment bought using system procurerent
funds, (2) obtain common, off-the-shelf <upport cquipnent that s
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needed to support operations as production systems in the opcrating
inventory, and (3) provide replenishment of common equipment that is
no longer repairable.

Simulator Facility

This cost element includes all direct labor, materiel overhead,
and other direct charges incurred in maintenance of the simulator
facility (it includes maintenance of real property where applicable).

Electrical Power

This cost element reflects the annual cost of bat. , generator,
and commercially supplied power for the operation of the simulator.

0&S COSTS: TEST DIRECTOR CONCERNS

Phase of Test Considerations

A cost analyst should be involved in early planning meetings to
identify the specific cost-related data it will be necessary to track
during test. At this point, the analyst may be necded only for a few
weeks. As the test proceeds, the relevant data are made available to
the cost analyst who will effect the necessary cost calculations and
provide the appropriate reports to the DLE.

A number of facturs will affect 0&S cost estimates. Support-
ability factors are of particular impact, for example. If the sup-
porting technical data are inadequate, the skill levels of technical
personnel will have to be increased to compensate for that inadequacy.
On the other hand, if the technical data are of high quality, lower
skill Tevel personnel can be utilize?, thus decreasing the support
costs for ATD personnel.

Initial 0&S cost estimates from early OT&E phases can be used to
develop inputs to the using command's 0&M budget. Also, such 0&S cost

data can be used to support a source selection decision. For example,
should the cost of electrical power to run device A be substantially

greater than that required to run device B, then, with other factors
being equal, a decision to buy device B could be justified.

Personnel Requirements

As noted above, a cost analyst is needed to specify needed infor-
mation early on, and to perform the necessary analyses after those
data are collected.

SPECIALTY SOURCE AFSC NUMBER

Cost Analyst MAJCOM 6746 1

HbH




CHAPTER 3

SOF TWARE SUITABILITY

INTRODUCTION

Modern ATDs have a substantial software component. Software
controlled elements of ATDs normally provide the "flying" characteris-
tics of the device via programmed acrodynamic models, as well as the
operating characteristics of navigational, weapons, ECM, and cormuni-
cations systems, among others. In addition, ATD training support
features (freeze, record/replay, etc.) are controlled largely by soft-
ware.

The extensive role of software in ATD system operation creates a
substantial need for its critical evaluation during OT&E. The proce-
dures for that evaluation are quite different from those appropriate
for hardware suitability assessments, however, because there are
distinct differences between hardware and software failure effects
which must be recognized. Software evaluation procedures must reflect
those differences.

Important to wunderstanding the concepts of hardware/software
testing during ATD OT&E is a knowledge of the difference between hard-
ware and software failure effects. Hardware failures are almost
always the result of component damage or dcterioration due to age,
humidity, temperature, vibration, etc. Hardware failures will recur.
Software "failures" arise only from program design and/or implemen-
tation errors. Software does not fail or degrade over time. The
occurrence of a system failure due to a software failure may be simi-
lar, in net effect, to a hardware failure. lowcver, once the software
has been corrected, it will never “fail"” in the same way again. As a
conscquence, the concepts, measures, and techniques appropriate for
hardware suitability evaluation cannot be used directly to test soft-
ware.

RESPONSIBILITIES OF SOFTWARE EVALUATION PERSONNEL

Deputy for Software Evaluation

- The focal point for all software evaluation matters is the Deputy
for Software Evaluation (DSE). Specifically, the DSE:

{a) Manages the software evaluators. This includes planning,
scheduling, and coordinating evaluation activities and
assigning evaluators to perforn required tasks.
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(b)

{c)

(d)

(e)

Establishes any unique procedures required for effective
control of software related activities.

Coordinates software activities with other test activities

and refers potential schedule or resource conflicts to the
OT&E test director for resolution.

Prepares and submits status reports, as required, to the test
director.

Participates in the software configuration control process.
Maintains cognizance of all software changes proposed and in
various stages of implementation. Chairs a software problem
review board during OT&E.

Software Evaluators and Analysts

Under the gquidance of the DSE, the evaluators are responsible for
making a unified assessment of the software. The specific respon-
sibilities of these software evaluation personnel supporting the (OT&f

are:

(a)

(d)

(e)

(f)

Assist the DSE in selecting software documentation and
source listing to be evaluated.

Assist the DSE in preparation of the software assessment
portions of the final report,

Assist the DSE in administering the Software Operator-
Machine Interface Questionnaires.

Collect, monitor, and review data for conmputer support
resources and all software objectives,

Identify software discrepancies and wmonitor courrective
actions.

Complete software documentation and software source listing
quentionnaires, and operator-interface questionnaires,

Prepare Computer Program (bservation Reports (AFTEC Form
207) to document danomalies or problems noted during software
suitability evaluation.

AFTEC ATD SOF TWARE EVALUATION APPROACH

As noted in the first chapter of thig volume, <oftware evaluation
quidelines have been provided in the five-volure A6 THC beadhonk




"Software OT&E Guidelines." AFTEC software OT&E concerns and asso-
ciated evaluation techniques continue to evolve, however, and no set
of methods has been developed to date which applies to fll systems and
all OT&4Es. Therefore, the intent of the AFTEC handbook”™ is not direc-
tive, but rather is that of providing a source of information and
guidelines regarding software OT&E.

The AFTEC approach to software evaluation documented in that
handbook distinguishes between "software suitability," which is con-
cerned with maintainability and usability of software, and "software
effectiveness," which is concerned with the performance of the soft-
ware from the standpoint of system operational effectiveness. The
current AFTEC approach to software effectiveness per se considers it
to be part of the total ATD operational effectiveness evaluation. As
a result, separately defined evaluation procedures for sofware effec-
tiveness have not been developed. However, for ATD software suitabil-
ity, AFTEC has developed an approach based largely on the use of
subjective questionnaires. ’

This chapter, therefore, is primarily directed to the topic of
ATD software suitability evaluation, as prescribed by AFTEC's current
software evaluation handbook. Definitions for the major elements of
software suitability are provided, as are generic personnel require-
ments and special concerns of the test director relative to software
evaluation during ATD QT&E.

Elements of Software Suitability

Operational suitability evaluation for software will typically
address the overall concerns of software maintainability and software
usability. Under these two categories, a nuwber of subelements are
considered as shown in Figure 3-1.

Fach of these two major elements is defined more fully in the
following ?ubsections: A. Software Maintainability, and B. Software
Usability.

1Ina%much as software evaluation techniques remain an cvolving
process, the test director should be certain to access the most recent
editions of that handhbook available to him.

2Tho intent here is to acquaint the new test director with the
basic philosophy of software suitahility evaluations as currently
developed at AFTEC. Therefore, much of the material in these sections
has been excerpted directly from the AFTEC handbooks noted above.




MAIMTAINABILITY USABILITY

DOCUMENTATION OPERATOR-MACHINE INTERFACE
Modularity Descriptiveness
Descriptiveness Consistency
Consistency Simplicity
Simplicity Assurability
Expandability Controllability
Instrumentation Workload Reasonability

SOURCE LISTINGS FUNCTIONAL PERFORMANCE
Modularity Failures
Descriptiveness

Consistency
Simplicity
Expandability

Instrumentation

Figure 3-1. Subelements of software maintainability and
usability.
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A. SOFTWARE MAINTAINABILITY

S0y .ware consists of a set of computer instructions and data
structured into programs, and the associated documentation on the
design, implementation, test, support, and operation of those
programs. Fach software program is separately evaluated and consists
of a set of components called modules. A module may, in general, be
at any conceptual level of the program. In FORTRAN, modules are
generally defined to be subroutines; in COBOL, a module is usually a
total program. The DSE must decide on the definition of a module for
the specific language and system to be evaluated.

SOFTWARE MAINTAINABILITY EVALUATION ELEMENTS

In the course of using an ATD, as well as during its OT&E, it may
become necessary to maintain or change its software. Such software
changes are made to: (a) correct errors, (b) add system capabilities,
(c) delete features from programs, or (d) modify software to be com-
patible with hardware changes. The maintainability of the software is
a function of those characteristics of the software and its computer
support resources which affect the ability of software programmer/
analysts to make such changes.

The AFTEC methodology for evaluating software maintainability is
based on the use of closed form questionnaires with optional vritten
comments. These questionnaires are designed to determine the presence
or absence of certain desirable attributes in a given software pro-
duct. The elements of software maintainability and their relation-
ships, as shown in Figure 3-1, are described in following paragraphs.
The hicrarchical evaluation structure shown in the figure enables the
identification of potential maintainability problems at wvarious
Tevels: category [(documentation, source listings), characteristic
(modularity, consistency, etc.). For each software program there are
two related categories that are evalnated for characteristics which
affect software maintainability. These are (1) software docunen-
tation, and (2) software source listings. A third category, computer
support resources, is also appropriate for such evaluation. This

cateqgory includes all the relevant resources such as auxiliary soft-
ware, computer equinment, facilities, etc., which will be used to sup-
port the maintenance of the software being evaluated. However,

procedures for the evaluation of computer support resources are
currently under development by AFTEC and thercfore cannot be further
addressed in this pre<ent Handbook.

software Documentation

Software program documentation is the seot of requirements, design
specifications, quidelines, operational procedures, test information,
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problem reports, etc. which in total form comprise the written des-
cription of a computer program. The primary documentation used in
this evaluation consists of the documents containing program design
specifications, program testing information and procedures, and
program maintenance information. These documents may have a variety
of configurations depending upon the particular application. The
documents are evaluated both for content and for general physical
structure (format). The content evaluation is primarily concerned
with how well the overall progran has been designed (as documented)
for maintainability. The format evaluation is primarily aimed at how
the physical structure of the documentation (table of contents, index,
numbering schemes, modular separation of parts, etc.) aids in under-
standing or locating program information,

Software Source Listings

Software source listings are the computer generated (or equiva-
lent) form of the program code in its source language (e.g., FORTRAN,
COBOL, JOVIAL, AdA, assembly language, etc.). The source listing
represents the orogram as implemented, in contrast to the documen-
tation which for the most part represents the program design or imple-
mentation plan. In essence, source listings are also considered a
form of program documentation, but for maintainability evaluation, a
distinction is made.

The source listing evaluation consists of a separate evaluation
of each selected module's source listing and the consistency between
the module's source listing and the related module documentation. The
separate module evaluations are summarized to yield an overall eval-
uation of the software source listing for the given progran.

Software Maintainability Subelements

The maintainability of software documentation and source listings
is determined by examining six subelements: modularity, descrip-
tiveness, consistency, simplicity, expandability, and instrunentation.
ODiscussions of these subelenents and their application in the eval-

uation of the software documentation and source listings are provided
below.

Modularity. Software possesses the characteristic of modularity
to the extent that a logical partitioning of software into parts, com-
panents, ard/or modules has occurred. Software that is the casiest to
understand and change is composed of independent nmodules. Tach soft-
ware product is therefore evaluated in relation to the extent to which
its logical parts, conponents, and modules are independent. The fewer
and simpler the connections between parts, the casier it is to under-
stand each module without reference to other parts. Minimizing con-
nections between parts also minimizes the path<s along which changes
and errors can propagate into other parts of the system, thus reducing
the occurrence of side effects within the system.




As a general quideline, modularity implies that a given module
consists of only a few easily recognizable functions which are closely
related and that a minimal number of links exist to other modules--
preferably only via parameters passed in a calling parameter list. In
addition, the physical format of the documentation should exhibit com-
ponent independence for its sections, volumes, etc. There should be
separate sections for the description of the major parts which a given
document's purpose encompasses.,

Descriptiveness. Software possesses the characteristic of des-
criptiveness to the extent that it contains information regarding its
objectives, assumptions, inputs, processing, outputs, components,
revision status, etc. This attribute is very 1important in under-
standing software. Documentation should have a descriptive format and
contain useful explanations of the software program design. The
objectives, assumptions, inputs, etc., are useful (in varying degrees
of detail) in both documentation and source listings. In addition,
the descriptiveness of the source language syntax and the judicious
use of source commentary greatly aids efforts tc understand the
program operation.

Consistency. Software possesses the characteristic of con-
sistency to the extent the software products correlate and contain
uniform notation, terminology and symbology. The use of standards in
documentation, flow chart construction and certain conventions in [/0
processing, error processing, module interfacing, naming of modules/
variables, etc. are typical reflections of consistency. Attention to
consistency characteristics can greatly aid one in understanding the
proaram. Consistency allows one to generalize easily. For example,
programs using consistent conventions reauire that the format of
modules be similtar. Thus, by learning the format of one module
{preface block, declaration format, error checks, etc.), the format of
el modules is learned. This allows one to concentrate on
understanding the true complexities of an algorithm, data structure,
etc.

Simplicity. Software possesses the characteristic of simplicity
to the extent that it lacks complexity in organization, lanquage, and
implementation techniques, and to the extent that it reflects the use
of singularity concepts and fundamental structures. The aspects of
software complexity (or lack of simplicity) thal are emphasized in the
evaluation relate primarily to the concepts of size and primitives.
The Tess there is to discriminate and the more use there is of hasic
or primitive techniques, structures, etc., the simpler the software
will tend to be. The use of a high order language as opposed to an
assembly language tends to make a program simpler to understand,
because there are fewer discriminations which have to be made. There
are certain programming considerations such as dynamic allocation of
resources and recursive/reentrant coding which can greatly complicate
the data and control flow. Real-time proarams, because of the
requircment for timing constraints and efficiency, tend to have mwore
control complexity.




The sheer bulk of a module (number of operators, operands, nested
control structures, nested data structures, executable statements,
statement labels, decision parameters, etc.) will determine to a
great extent how simple or complex the source code is. Whilte it is
recognized that the particular application itself may preclude the
possibility of a reasonably simple design or implementation, because
of requirements such as a particularly complex real-time scheduling
algorithm or high level mathematical or other theoretical considera-
tions, this complexity nonetheless makes maintenance more difficult.

Expandability., Software possesses the characteristic of expand-
ability to the extent that a physical change to information, com-
putational functions, data storage, or execution time can be easily
accomplished once the nature of what is to be changed is understood.

Software may be perfectly understandable, but not easily expand-
able. If the design of the program has not allowed for a flexible
timing scheme or a reasonable storage margin, then even minor changes
may be extremely difficult to implement. Parameterization of con-
stants and basic data structure sizes usually improves expandability.
It is also very important that the documentation include explanations
of how to effect increases/decreases in data structure sizes or
changes to the timing scheme, and the limitations of such program
expandability should be clear. The numbering schemes for source
listings, documentation narrative, and graphic materials must be care-
fully considered so that physical modifications to the code and docu-
mentation can be easily accomplished when necessary.

Instrumentation. Software possesses the characteristic of
instrumentation to the extent that it contains aids which enhance
testing. For the most part, the documentation is evaluated on how
well the program has been designed to include test aids (instruments),
while the source listings are evaluated on how well the code seems to
he implemented to allow for testing through the use of such test aids.
This part of the evaluation reflects the concern (from a maintain-
ability viewpoint) that the software be designed and implemerted so
that instrumentation 1is either imbedded within the program, can be
easily inserted into the program, is available through a support soft-
ware system, or is available through a combination of these capabili-
ties.

SOF TWARE MAINTAINABILITY EVALUATION METHODS

The basic software maintainability evaluation procedure involives
four distinct phases: planning, calibration, assessment, and analysis.

During the planning phase, the test manager and the Deputy for
Software Fvaluation (DSE) establish an evaluator team consisting of at
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least five evaluators knowledgeable in software maintenance. The
program/module hierarchy is established, and a set of representative
modules is selected for each program to be evaluated. The schedule
for the evaluation is also established at this time. The DSE briefs
the evaluator team on the procedures and assigns the necessary iden-
tification information for this specific evaluation.

The function of the calibration phase is to assure a reliable
evaluation by assuring that each evaluator has a clear understanding
of the questions on each questionnaire and their specific response
guidelines. Each evaluator completes a documentation and a module
source listing questionnaire in a trial or calibration evaluation.
The completed questionnaires are reviewed to detect areas of misun-
derstanding and the evaluation teams are debriefed on the problem
areas.

In the assessment phase, the evaluation teams update their
calibration test questionnaires based on the results of the cali-
bration debriefing. The teams then complete the remainder of their
assigned documentation and module source 1isting questionncires.

In the analysis phase, the DSE accomplishes the conversion and
initial data processing of the questionnaire data. The statistical
summaries are then returned to the test director for detailed eval-
uation and preparation of the final report.

Data Collection Procedures {(Questionnaires)

The questionnaires used for assessing the software documentation
and source 1listings require rating responses following the rating
scale shown below:

A. Completely Agree {absotutely no doubt)

B. Strongly Agree

C. Generally Agree

D. Generally Disagree

E£. Strongly Disagree

F. Completely Disagree (absolutely no doubt)

In addition to a rating response, the individual evaluators may elect
to submit a written comment.

Software documentation questionnaire. This questionnaire Vs used
to evaluate the overall format and the content of the documentation
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(not including source listings) for the computer program being eval-
uated. Although the information reauired to answer the Software
Documentation Questionnaire may be spread out among several distinct
documents, the primary information sources which are always considered
a part of the evaluation are the program functional/detailed design
specifications and the program maintenance/operational procedures.
Contractor programming conventions should also he made available. The
documentation which is to be evaluated should be specified to the
evaluator by the DSE prior to the calibration test. Appendix F con-
tains the list of statements in this questionnaire.

Module source listing questionnaire. This questionnaire is used
to evaluate the overall format and content of the source listing for
the program module being evaluated, and to evaluate the consistency
between the module's documentation and source listing. The program
modules which are to be evalrated are specified to the evaluator prior
to the calibration test. Appendix F contains the list of statements
in this questionnaire.

Formatting of results. Once all data are gathered, they are
weighted as specified in the AFTEC handbook, and average values are
calcul ated. At this point the data should be formatted for easy
interpretation of results. A particularly effective means for this is
with bar graphs. Figure 3-2 shows an example of source 1isting
resglfsl (as excerpted from the SAC air refueling part-task trainer
I0T&E).

SOFTWARE EVALUATION: TEST DIRECTOR CONCERNS

Phase of Test Considerations

One of the most important phases of test considerations relative
to software is configuration management. This is because a large por-
tion of software evaluation requires an accurate correlation between
descriptive information (documentation/source Tlistings} and the
program, as it exists functionally, in order to facilitate post-
delivery life-cycle support by software support personnel. Detailed
requirements for software configuration management are contained in
MIL-STD-1644(TD), "Military Standard for Trainer System Software
Development.”

lLambert, A. G., Jr., Amisano, R. P., Burch, N, T., & Zimick, D.
C. Initial operational test and evaluation B-52 air refueling part

task trainer {SAC Project 77-SAC-333). Castle AFB, CA: 4200 TES,
JuTy 1980,
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SOURCE LISTING
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Figure 3-2. Example format for source listing results.
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A related concern has to do with the high probability that the
software as first implemented will need to be changed and updated to
reflect changes in aircraft parameters, tactics, doctrine, and any
other areas which impact task performance in the device. Often these
changes require expeditious implementation, thereby requiring that the
simulator system software be designed to facilitate efficient change
over its life cycle. It is important to note that future software
modifications will have to be implemented by personnel not associated
with the original development effort.

There are two planning documents of particular importance .ith
regard to software test and evaluation. These documents, which <should
be available to the test director, are the CRISP (Computer Resources
Integrated Support Plan) and the 0/S CMP (Operational/Support Config-
uration Management Procedures). These documents are intended to
define what will be needed downstream to support the computer system
and to maintain accurate configuration management for the system.
AFLC regulation 800-21, "Management and Support Procedure for Computer
Resources Used in Defense Systems," also contains useful information
which may help to define terms and guide the software evaluator to
additional sources of information.

Personnel Requirements

As is the case with many other areas of evaluation, personnel
requirements will vary depending on system complexity. This applies
even more so to the software area. One way to determine personnel
requirements is to select a good DSE (Deputy for Software Evaluation)
and give that individual the responsibility to define what is needed.
Certain of the characteristics and considerations of a good DSE have
been identified in the AFTEC handbook. These are excerpted below:

(a) The deputy for software evaluation (DSE) should be brought
on board early to assist in detailed software OT&E planning
and to become familiar with the system.

(b) It is imperative that the software test manager and the DSE
have a good working relationship with each other, the
contractor, and the program manager.

(c) It is imperative that the DSE is a self-motivator. .f not,
test team motivation becomes a problem.

(d) The DSE must be dedicated to the test for the entire test
period including final report writing.

(e) The DSE should be an AFTEC/MAJCOM resource of equal rank to
the deputy for logistics and the deputy for operations.
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B. SOFTWARE USABILITY

SOFTWARE USABILITY EVALUATION ELEMENTS

Software usability is defined as the extent to which software
designated to perform a support function is effective in performing
that function and is “usable” by the Air Force operator. This eval-
uation normally concentrates on an analysis of the adequacy and effec-
tiveness of nonmission software (e.g., off-line diagnostics, ATE
software) in terms of operator-machine interface and functional per-
formance. These two areas are discussed further below.

Software Operator-Machine Interface

This evaluation element considers the adequacy of that part of
software design/implementation which affects interaction between a
computer-driven system and its operator. It is divided into six sub-
elements of evaluation concern which address varijous areas. Each of
these subelements is defined and discussed in the subsequent eval-
uation methods section.

Software Functional Performance

As a usability concern, software functional performance refers to
its capability to carry out its intended purposes. At present, this
area is not well defined in AFTEC's software evaluation handbook.
However, the test director should consult AFTEC software specialists
to determine the current status of developments relative to functional
performance evaluation.

SOF TWARE USABILITY EVALUATION METHODS

The methodology for evaluating the software portions of the
operator-machine interface °s based on the use of a closed form
guestionnaire with optional written comments. This questionnaire is
designed to determine the extent of the presence of certain desirable
attributes in a given system. Appendix G contains a listing of these
questionnaire statements.

The desirable attributes addressed by the questionnaire are
divided into six subelements: assurability, controllability, workload

reasonability, descriptiveness, consistency, and simplicity. A
complete understanding of the definitions of these subeiements is of

prime importance to an accurate evaluation; thus, the evaluator should
study these definitions carefully.
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Assurability

A computerized system contains the quality of assurability to
the extent that it aids the operator in validating data, avoiding
errors, and correcting errors once made. A system which has been
designed to aid the operator in error avoidance may or may not have
good assurability. A system should also be designed so that errors
are easy to correct and, above all, so that errors do not have
catastrophic effects.

Controllability

A computerized system contains the quality of controllability to
the extent that it allows the operator to direct the operations of the
machine. The operator must be able to direct or control the operation
of the machine in order to utilize it effectively and efficiently.

Workload Reasonability

A computerized system contains the quality of workload reasona-
bility to the extent that the tasks required of the operator are
within the operator's capability and require the operator to perform a
useful, meaningful role. Optimum design of a system which involves an
operator and a computerized machine takes advantage of the best capa-
bilities of both: the machine to perform repetitive tasks rapidly,
and the operator to make command decisions involving wunusual
situations.

Descriptiveness

A computerized system contains the quality of descriptiveness to
the extent that the operator has available adequate explanations of
every function the operator is required to perform and every function
the machine performs. The operator need not be informed in detail of
every task the machine performs, but there are certain things the
operator must know to fulfill the mission. The questionnaire relies
upon the knowledge of the operator to define what it is the operator
needs to know.

Consistency

A computerized system contains the quality of consistency to the
extent that the behavior of the machine and documentation correspond
to the expectations of the operator. There should be a near one-to-
one correspondence between what the machine does, what the documen-
tation says it will do, and what the operator has been trained to
expect the machine to do. Furthermore, the documentation normally
available to the operator should agree with that which the operator
has been trained to expect.
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Simplicity

A computerized system contains the quality of simplicity to the
extent that the information presented to the operator or entered by
the operator is grouped into short, readily understandable structures.
Complicated data structures, data entry formats, or operator manuais
all require the operator to spend more time in developing an under-
standing of the system, and may have a tendency to confuse the opera-
tor as well.

The above identified subelements have been grouped logically by
AFTEC into factors of “operability” and “communicativeness." A com-
puterized system contains the quatity of operability to the extent
that the operator is in control of the operator-machine interface.
Operability is the sum of assurability, controllability, and workload
reasonability. A computerized system contains the quality of com-
municativeness to the extent that the transfer of information between
the operator and the machine is concise and complete. Communica-
tiveness is the sum of descriptiveness, consistency, and simplicity.
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BITE RATE CODES

The following is a listing and definition of BITE Rate Codes used
when collecting BITE Reliability Data.

Code

Bl
B200

Definition

BITE indicated a problem.

BITE should have, but did not, indicate a problem.

(1f code Bl is used, a third code character is required, as follows.)

B13

B14

(If codes B13
(For code B13:
B135

B136

B137

(For code B14:
B148

B149

BITE isolated the problem to the required level.

BITE did not isolate the problem to the required level.
or Bl4 are used, a fourth code character is required.)
)

BITE-indicated problem is confirmed.

BITE~indicated problem is not confirmed, i.e., the "faulty"
component was not, in fact, faulty (CND), but another
component was faulty.

BITE-indicated problem is not confirmed (CND), and there
was no malfunction at all.

)

BITE did not isolate the problem to the required level,
but there was, in fact, a confirmed problem,.

BITE indicated a problem, but there was no problem,

Note: The third or fourth code characters may not be available

until

after the corrective action taken information is

available from the contractor.
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4 MTBM FORMULA

The six versions of the MIBM described in Chapter 2(A) are all
calculated using the same basic formula:

Operating time
Quantity of on-equipment maintenance occurrences

MTBMA =

where:
Operating time = system elapsed time indicated (ETI), and quan-

tity of occurrences = the total number of maintenance
occurrences during the measured interval.

MTBCF FORMULA

The mean time between critical failures (MTBCF) is an index of
the operational mission relijability of the ATD. MTBCF is the total
operating time during the evaluation divided by the total number of
critical failures during that time and is calculated as follows:

Operating time
Quantity of critical failures

MTBCF =

where:

Operating time = system elapsed time indicated (ETI), and quan-
tity of critical failures = the total number of occurrences
which disrupt the completion of mission objectives.

Failures in redundant components are included in MIBM calcu-
lations, but are not critical failures so they would not enter into
MTBCF calculations., Failures of equipment due to improper maintenance
are considered occurrences, but are not critical failures. Secondary ]
failures also are not considered critical, but are considered occur-
rences and will be included in MIBM calculations. Secondary failures
are failures that occur as a result of a failure in some other element
or component. For example, a failure in the voltage requlation cir-
cuit of the power supply may damage or otherwise cause failures in the
components it supplies. Failures due to improper installation are
considered occurrences, but are not critical failures.

)




BITE Rate Formulas

The number of occurrences resulting in the different codes are
used as inputs to the following BITE rate formulas.

(B135) x 100

BAIP =
(B135+B136+B148+B200+B137+B149)

BADP = (B135+8136+B148) x 100
(B135+B136+B148+B200+B137+B149)

BFDP = (B200) x 100
(B135+B136+B148+B200)

BEA - (B137+B149) x 100

(B135+B136+B137+8148+B149)
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MAINTAINABILITY COMPUTATIONAL FORMULAS

Mean Time to Repair (MTTR)

Total corrective maintenance
clockhours during test period

Total number of corrective maintenance
actions during the test period

MTTR =

where the following time guidelines normally apply:

1. Time spent reading TOs, etc., is included if directly related
to the maintenance task. Time required to find the TO is
typically not included.

2. Time spent accumulating tools necessary for the task is
included if they are available in the immediate area.

3. Time spent in preparing the simulator in any way incidental
to the task s included.

4, Time spent in direct support of development tasks, e.qg.,
repair of test instrumentation, is not included.

5. If personnel are required on an intermittent or a sequenced
basis, the time assessed for the task includes the required
standby time only if the standby time is of a type or dura-
tion which prevents these personnel from performing other
productive tasks.

6. If an item is damaged or maintenance errors are induced by
design complexity or improper procedures, the time will be
chargeable. When action concerning any of the deficiencies
has been completed, the time will not be deleted. However,
the maintainability prediction will incorporate the results
of any subsequent engineering change; that would affect such
times.

7. Corrective maintenance actions will include all those actions
documented to repair inherent, induced, and no-defect
occurrences (as defined in reliability).

8. MTTR excludes delays due to supply, administration, personnel

nonavailability, and transportation, except as provided pre-
viously within this section.
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MTTR (critical)

Corrective maintenance manhours
expended on critical failures
Number of critical failures

MTTR (critical) =

Mean Manhours to Repair (MMTR)

Total corrective maintenance
manhours during test period

Total number of corrective maintenance
actions during the test period

MMTR

where time gquidelines specified for MTTR apply.

Maintenance Manhours per Training Hour (MMH/TH)

Total maintenance manhours

MM/ TH
Training hours

where time quidelines for MTTR anply as well as the following:

1. Manhour expenditures include all those manhours expended
under the gquidelines described under MTTR.

2. Manhour expenditures are only counted during times that the
simuYator 1is scheduled for full operational testing, i.e.,
during the reliability demonstration and operational effec-
tiveness testing.

3. Training hours are counted only for those times that the
simulator was used in a full operational condition, i.e., the
reliability denonstration and operational effectiveness
testing.

4, A1l manhours expended from beginning of test (reliability
demonstration or operational effectiveness tests) unti) the
end of test are counted if they fall under the criteria
described under MITR. End of test will be when all main-
tenance actions resulting from occurrences during test are
completed.
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Maintenance Manhours per Operating Hour (MMH/OH)

MMH/OM is computed for the six categories of maintenance action
{preventive, inherent, induced, no defect, all failures, and total
corrective) using the following formula:

Direct maintenance manhours (category)
Operating hours

MMH/OH =

ADDITIONAL MAINTAINABILITY CONSIDERATIONS

When to Start Timing

The process of initiating maintenance-team action after a fault
is inserted has been described. However, that description did not
indicate when to start timing the maintenance action. This is some-
times complicated by procedures involving the use of computer checkout
programs. In some instances these programs take five minutes or more
before an answer as to equipment status is indicated. Is this time to
be counted as a portion of the restore time, or merely as operational
monitoring time? The question becomes crucial if the MITR requirement
is very short, e.g., 15 minutes, and the BITE or automatic checkout
time is the greater part of this time. The question must be resolved
in the initial test planning phase.

QUALTTATIVE MAINTAINABILITY CHECKLIST

1. Are major line-replacement units (LRUs) located to facilitate
total system inspection/checkout/troubleshooting?

2. Ooes system design/installation contribute to ease of main-
tenance in terms of location, accessibility, etc.. Consider:

a. Size and access panels/doors, number of and type of
fasteners.

b. Size and weight of components, adequacy of handles or
handholds, required span of reach, height above or
distance from work surface.

c. Location of test or servicing points in relation to work
surface for test or servicing equipment.

d. Adequacy of space for necessary support equipment.




e

10.

11.

12.

Are test or servicing points clearly marked to reduce chance
of induced error?

Are connectors of different size, keyed, or clearly marked to
eliminate swapping?

Are connectors visible and readily accessible to reduce
chance of cross-threading, etc.?

Are there hazards in terms of blind spots, shirp edges,
exposed electrical connectors/circuitry?

Can the system be checked out ({operational check, trouble-
shoot, etc.) by not more than two technicians?

Are support equipment/BITE cues and indications easily read
and understood?

Are environmmental conditions such as noxious fumes, high
noise levels, extreme temperature, etc., tolerable?

Describe other features or reguirements not listed above
which adversely affect system maintenance:

Was the equipment under evaluation considered commercial off-
the-shel ¢ equipment?

Remarks (explain questions 1-10 that were answered nega-
tively):
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AVATLABILITY COMPUTATIOMAL FORMULAS

Inherent Availability

The following formula is used to calculate A; for the device:

Al MTBCF
1 MTBCF+MTTR (critical)

Scheduling Availability

Number of missions scheduled -
number of missions lost +
number of missions added

A
sl Number of missions scheduled +
number of missions added
Mission hours scheduled -
Ac? hours lost + hours added
S

Mission hours scheduled + hours added

Mission Capable Rate Chart

Figure C-1 shows a sample mission capable rate data collection
chart. Guidelines for completing the chart are as follows:

1. The first entry on the first chart is the time and status of the
simulator at initiation of the test period.

2. Whenever the mission capable status changes, enter in the
following line the time, new status, primary contributing work-
unit code (WUC), a brief description of the cause, and initial the
entry.

3. Enter all changes of simulator status, including an N/P status for
non-possessed time (if applicable).

4, lUse one chart per day, with 2400 hours as tie daily closcout
time. Date each chart. The last entry of the day should be 2400
hours with a N/C status entry (no-change).

5. After the last entry of the day, total the times for each status
and complete the "totals for the day" section.




MISSION CAPABLE CHART

Date

TIME STATUS WUC

COMMENTS

INITIALS

TOTALS FOR THE DAY

A. Possessed Time L F.
B. Non-possessed Time G.
€. FMC Time H.

D. (PMCS) Time

E. (PMCM) Time

Figure C-1.

J.

Sample mission capable rate data c¢ollection

Flyable Time (C+D+E)

(NMCM) Sch Time
YMCM Unsch Time
(NMCS) Time

NMC Time (G+H+D)

form,




Mission Capable Rate Formulas

The following data are required to make MCR determinations:
e Possessed clockhours.
& Status clockhours.

e Descriptions, WUCs, and job control numbers of primary causes
of status.

Using the data on clockhours per type of status, and the
possessed clockhours data, mission capable rates are calculated using
the following formulas:

FMC clockhours
FMC Possessed cliockhours

NMCM scheduled rate = NMCM scheduled clockhours X 100
Possessed clockhours

NMCM unscheduled clockhours 44

NMCM unscheduled rate
Possessed clockhours

NMCS rate = NMCS clockhours X 100

Possessed clockhours

PMC 1
PUCM rate - -——oen clockhours oy g
Possessed clockhours

PMCS rate - . (MES clockhours oy g
Possessed clockhours

M+ PMCS ¢ FIC Tockh <
F]yah1e rate = (\p,rK,r PR —)‘C OC ALQu-r—E X 100
Possessed clockhours
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MANPOWER CALCULATION PROCEDURE

l. Multiply the number of hours in each shift by the number of
personnel required on that shift to get manhours per shift
(each shift's minimum manpower situation will be used).

2. Multiply manhours per shift by days per month (of that shift)
to get monthly manhours for each situation.

3. Total the monthly manhours for all situations to determine
total minimum manhours per month.

4. Divide by the appropriate availability factors to determine
minimum manpower.

SUPPORT EQUIPMENT EVALUATION CHECKLIST

1.
2.

Is the item easily operated?
Was the proposed SE adequate for the task in the following areas:

a. Depth of test or diagnostic capability versus test required
to ensure proper system operation?

b. Range of SE inputs versus system range of operation?

¢. SE performance parameters (power, accuracy, precision) versus
system performance parameters?

Are instructions complete and adeguate for SE hookup operation
and diagnosis?

Does the SE (to include diagnostic and BITE routines) test the
system {or subsystem) to the same parameters (voltage, frequency,
etc.) as those to which the system is supposed to operate?

Vere indications or cues easily understood?

Were diagnostic and/or BITE routines easily initiated?

Noes this item appear to be corrosion free?

Can the proposed SE "stand alone” and not be supported by other
common or special units (voltmeters, frequency counters) while
being used?

Does this item require calibration?

4
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10. Does this item use software {(computer programming)?

1. Are there similar maintenance or service functions perforiicd !;
other SE?

12. ls there an alternate method which would not require use ot this
equipment?

13, Was a maintenance task performed using this equipment?

14. 1Is there a possible safety hazard at any time during *ranspor-
tation or positioning and using this equipment?

(Any arswer of "no" to uanvy of the questions from 1 to &, and any
nswer ¢ "yes" to any of the questions from 9 to 14 requires explara-
tion on back.)

TOCHNICAL DATA CONTENT CHECKLIST

Sat/Unsat (S/U)

1. Manuals identify all units & assemblies by location & function.

2. Manuals provide schematics & wirinag diacrams at least to the
H LRU. T T

3. Minuals describe all uncommon parts, tools, cedes, or test
units. T T

4. Manuals tell how te detect, Jlocalize, isolate, correct,
checkout.

5. Manuals explain what to check, what to expect & how to correct.

f. Manuals tell what may go wrong, how to prevent & how to
recover.,

/oo inuals eccurately Tist men, tools, materiel uced in each tack.
B tinaals layout cues/aids effective & coffy-ient treublecheoting.
. Tanuals Clearly descrabe access, breakdown & assemhly rethoads,
oo A emeracncy conditions, jrocedures S oeaianr routes are ob o,

ChL Y adjact

.

aVian, calibrate & ctecheog? pro o ures arve <howen,




12,

Special ceoten v e e ver e unpsual climates/conditions.

Measuremer ¢ yta coboren e et fequipment to be used.,
Nata dare loatedally craanized, qui_kly found, & readily used.

Manual terms symbols are  conaitont with maintenance data

A1 procetures are consistent with expected use & failure
rates.

A1) procedures are consistent with planned manning & worklcads.

AYl procedures reflect EﬂﬂﬂllimhﬁndJiﬁﬂ’ & storage practices.

Maintenance block diagrams are provided for each equipnent
item.

Diagrams describe interconnections & relationships between
items,

Diagrams identify input-output connections between subassinm-
blies. -/

Diagrams give designations for terminals, jacks & test points.
Diagrams show voltage, current, & waveform at each test point.
Diagrams reflect, are compatible with,’qigggggﬁic tegﬁgigqu.

A1) materials are consistent with svstem maintenance concounts,

TECHNICAL DATA STYLE CHECKLIST

Sat/tinsat (S/U)

Print is + o - material durable; noe transparent/qglossy japer,
HaLy nurda i . Yy i

Where possible, pocket manudalse contain  specialist wpecific
data. o

Majnr portions of the manual are tabbed and[or subject rtesed,

Poth detailed tahle of contents q cubject indoi dre provided,

y
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Indexes are symptom oriented, to lead from trouble to solution.

Instructions are in step-by-step rather than narrative format.

Each procedure in the manual has been tried, validated.

Maintenance procedures avoid unnecessary testing or handling.

Instructions balance workload among personnel, betwcen hands.

Instructions fix action location before describing the action.

Tools, testers, & material are listed at top of cach instruc-

tion.

Dial, meter, switch settings are given wherever appropriate.

Warnings & cautions are given in the sequence encountered.

Feedback loops lead to discovery/correction of prcbable errors.

Technical data are clear, unambiguous, require no inter-

polation.

A1l language, words, & symbols are short, familiar, & concise.

Paragraphs are short with frequent run-in & side headings.

Titles, subtitles, & indicate area of

coverage.

headings clearly

Pold type, underlining, and spacing for salient bey words &
thoughts. T

Tahles, charts, & illustrations are used wherever practicable.

Photoqraphs  show unfamiliar detail, are rewouched to aid

reader.
Nrawings il1lustrate familiar itens, show mavenent, v tation,

Faploded views <bow part Tocation, dicgecpenhly methoro, ete,

Acoprate 5 oup-to-date

Jata are
vided,

Pyt revisyen o negnt @re proe

)




FACILITIES EVALUATION CHECKLIST
Sat/Unsat (S/U)

1. Facility layout minimizes maintenance/operations interference.

2. Layout minimizes place-to-place movement of men & equipment.

3. Layout provides adequate bench maintenance, shop, storage
space.

4. Layout allows visual & voice contact between team merbers.

5. Layout allows access to most sides of all items of equipment.

6. Al1 spacing i< olanned for Tlikely clcthing, lcads, clutter,
etc.

7. Stockroom/tooi crib locations are converient to all work areas.

8. Special storoae is provided for ‘thazardous or contar nable
items.

9. Kick-space, kr¢ roem, writing surfaces, etc. ere adeauate.

10. Passageways ar adeguate for carts, <tands, etc. & their Toa"s.

11. Passages, cdonrs, cerners allow complete removal of daragest

item.

17, Pascaces/doors allow easy access to & escape from all woer -
lace - T

P 5. T
13, Workspace is planned primarily for <tanding ur sitting tasks.
14, Workspace 1o - fequate decpite tostors orer rawerS, Or doors,

15, Workspaces arc free f hazards, hotryctineg charp edges, ot

T,  “pace de adiee ote oy reagired ctoncivo, drawline o climbin
' ote.

V7. CThaires are 0 L te Lheee men root o o cf the shift

T I Nwminaticr 0 adegaate neowork sur e odi et ave 8 onaeons

10, Internal paiot 7 “iottina as<ist matatengn oo glave 38 avey o

N
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Were containers  aowid o center of balance, sting-1ift facili-
ties, forklift ¢otey points, etc., when required?

Is the supply of packaqging material complete in terms of type of
material and adcquate in o ymoeant?

Are space and  toots Lt ient to aliow the construction of

crates ar . containers?

Is heavy capacity equip et <uch as forkliifts, elevators, arc
hoists sufficient for st o iirements?

Are loading unltading ook v < equate?

Are special physical paci- 1m0 or handling precautions provioec
(1§ r‘e(n.-i "(\‘d) ?

Ave security reaquirerente ooy ged for?
Ie envirenmente? protecticn ate Late?

Have written procedures bac: craviond for on-site use?

J0 the oo edars s oploye or-aite provide for:

a. roper Aateiar to Gt rardling precaations, addresses
ete "

b, rertaive eegrity (or "w"‘f‘t'y'.’

. coongnt ot aters o adtditiconal security areas, oro areas
s g vte addest crvae aontal protec tion”

Have  rocedures beer eatanlished tor Slitarysconneroig!
S b0
Srisnt?

Tre tite-ocpngitiye dteme {7,000 thire chande Ttems, ilems with
cioocified chelt Lite, cto. 1o titied]
Terarks
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0&S COST EVALUATION FORMULAS

Simulator Maintenance Manpower Costs

Cost 1 = (no. of airmen) X (airman pay factor)

Cost 2 = (no. of officers) X (officer pay factor)

Cost 3 = (no. of civilians) X (civilian pay factor)

Cost 4 = (no. of CFS [contractor field service] and FSR [field
service representatives]) X (sum of O0&M contract costs
per man year)

Cost Tot = Cost 1 + Cost 2 + Cost 3 + Cost 4

Replenishment Spares

Cost

where:

UE X OP hrs/year X cond rate X UC + UCi
MTBM (induced)

UE is the unit equipment (number of simulators per wing or
squadron) .

OP hrs/year is the scheduled number of individual annual simu-

Tator operating hours.

Cond rate is the replenishment spares predicted condemnation
rate.

UC is the unit cost of the replenishment spares.

MTBM (induced) is the predicted MTBM of the replenish~ ~¢
spares.

UCi is Tnitial spares acquisition cost by unit.

Y7




L Simulator Maintenance Materiel
fost = UE X OH X MPOH
where:

o UE is the unit equipment (number of simulators per wing or
squadron).

o OH is the annual operating hours per simulator.

e MPOH is the maintenance materiel expended per operating hour.

Support Equipment

Cost = UE X (SE cost factor)
where:

| o UE is the unit equipment (number of simulitors per wing or
squadron} .

e SE cost factor is the cost of requisition and replacement of
simulator SE.

Simulator Facility

Cost = AREA X BFAC
where:

o AREA is the facility floorspace required in direct support ot
ATD operations and maintenance, including the floorspace con-
sumed by the trainer itself. This variahle is expressed in
square feet.

e BFAC is the base peculiar 08M planning factor which is used to
account for geoaraphical differences when programming facili-
ties maintenance cost. Thic factor is cxprerssed in current
year dollars.




Electrical Power

Cost = PWR X PCOST X OPHRS X UE

where:

¢ PWR is the predicted hourly electrical power required
for operation and maintenance of a simulator.

e PCOST is the cost of the above electrical power per unit.
e OPHRS is the predicted annual operating hours of a simulator.

e UE is the unit equipment {number of simulators per wing or
squadron)}.
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SOF TWARE DOCUMENTATION QUESTIONNAIRE

MODULARITY QUESTIONS

1.

2.

10.

11.

12.

The documentation includes a separate part for the description of
external interfaces.

The documentation includes a separate part for the description of
each major function.

The documentation includes a separate part for the description of
the program global data base.

Major parts of the documentation are essentially self-contained.

The documentation has been physically separated into (sets of)
volumes each with a distinct purpose.

The documentation indicates that each global data structure is
partitioned into functionally related sets of variables.

The documentation indicates that storage locations are not used
for more than one type of data structure.

The progaram control flow is organized in a top down hierarchical
tree pattern.

The documentation indicates that program initialization pro-
cessing is done by one (set of) module(s) designed exclusively
for that purpose.

The documentation indicates that program termination processing
is done by one (set of) module(s) designed exclusively for that
purpose.

The documentation indicates that program 1/0 is done by one (set
of) module(s) designed exclusively for that purpose.

The documentation indicates that program error processing is done
by one set of modules designed exclusively for that purpose.
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DESCRIPTIVENESS QUESTIONS

13. Each physically separate part of the documentation includes a
useful table of contents.

14, Each physically separate part of the documentation includes a
useful glossary of major terms and acronyms unique to that docu-
ment.

15. Each physically separate part of the documentation includes a
useful index.

16. It is easy to locate specific information within the documen-
tation.

17. The documentation includes a useful version description document.

18. A useful master list is available which identifies all software
documentation.

19. Any dynamic allocation of resources (storage, timing, priority,
hardware services, etc.) is explained in the documentation.

20. Timing requirements for each major function of the program are
explained in the documentation.

21. Storage requirements for each major function of the program are
explained in the documentation.

22. The inputs to each module are explained in the documentation.

23. The processing done by each module is explained in the documen-
tation.

24. The outputs from each module are explained in the documentation.

25. Special processing considerations (error, interrupt, etc.) of
each module are explained in the documentation.

26. There is a flow chart (or equivalent) for each module which ade-
quately illustrates the inputs, general processing, and outputs
for the module.

27. Program initialization and termination processing is explained.

28. Pecovery from externally generated error conditions which could
affect the proaram is explained.
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29.

30.
31.
32.

33.

34,

35.

36.

The process of recovering from internally generated error con-
ditions is explained.

Input of program data is explained.
OQutput of program data is explained.

There is a useful set of charts which show the general program
control and data flow hierarchy among all modules.

There is a master list (chart, table, scction, etc.) identifying
where each global variable is used.

The global varijable master 1ist includes information about each
global variable such as type, range, scaling, units, etc.

The use of any complex mathematical mod21 (technique, algorithn)
is explained in the documentation.

The documentation on each complex mathematical model includes
information such as a derivation, accuracy reaquirements, stabil-
ity considerations and references.

CONSISTENCY QUESTIONS

37.

38.

39.

40.

4].

42.

43.

1t appears that a useful set of standards has been followed for
the development of the documentation.

It appears that a set of standards has been followed for the
construction of all {program and module) flowcharts {or
equivalent).

Documentation of each major functional part of the program
follows the same format.

The format of the documentation reflects the organization of the
program.

It appears that programming conventions have been established for
the interfacing of modules.

It appears that programming conventions have been established for
1/0 processing.

1t appears that design conventions have been established for
error processing.
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44,

45.

A naming convention for modules appears to have been used.

A naming convention for global variables appears to have been
used.

SIMPLICITY QUESTIONS

46.

47.

48,

49,

50.

51.

h2.

53.

56.

57.

The terminology used in the documentation to describe the program
is easily understood.

The documentation is physically organized as a systematic
description of the program from levels of less detail to levels
of more detail.

Each part (sentence, paragraph, subsection, section, chapter,
volume, etc.) of the documentation tends to express one centrai
idea.

The amount of cross referencing among parts of the documentation
contributes to the understandability of the program description.

The documentation indicates that the program source language is a
high order language (HOL).

The documentation indicates that the use of recursive/reentrant
programming techniques is not excessive.

The documentation indicates that each program module is designed
to perform only one major function.

The documentation indicates that resource (storage, timing, tape
drives, disks, consoles, etc.) allocation 1is fixed throughout
program execution.

The documentation indicates that the control flow among modules
is easy to follow.

The timing scheme designed for the program is easily understood
from the documentation.

The program 1is designed so that modules are not interrupted
during execution.

It is evident from the documentation that a knowledge of mathema-
tics beyond basic algebra is not required to understand the
mathematical functions performed by the program.
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EXPANDABILITY QUESTIONS

58.

59.

60.

61.

62.

63.

64.

65.
66.

A numbering scheme has been adopted which allows for easy addi-
tion or deletion of narrative parts of the documentation.

Graphic materials (figures, charts, lists, etc.) are physically
separate (e.g., on separate pages) from narrative description.

A numbering scheme has been adopted which allows for easy addi-
tion or deletion of graphic materials.

The program timing scheme appears to be flexible enough to allow
for modifications (e.g., reorganization, addition, deletion of
functional parts).

There is a reasonable time margin for each major program function
(rate group, time slice, priority level, etc.).

Documentation narrative explains the procedures for altering
basic data storage sizes.

The program has been designed to allow for an increase in storage
utilized before storage capability is exceeded.

Those modules dependent upon data structure sizes are identified.

The program has been designed so that functional parts may be
easily added or deleted.

INSTRUMENTATION QUESTIONS

67.

68.

69.

70.

71,

72.

There is a separate part of the documentation for the description
of a program test plan.

There is a separate part of the documentation for the description
of sample test data.

There is a separate part of the documentation for the description
of program support tools which would aid in testing program.

A set of test procedures to be used for program checkout is
explained.

The set of test procedures provides useful unit testing infor-
mation.

The set of test procedures provides useful information on
limitations/incompleteness.
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73.

74,

76.

GENER

7.

78.

19,

81.

82.

83.

The program has been designed with the capability to display
inputs and outputs in summary form.

The documentation describes a standardized set of program test
data {input and ouput) that has been designed to ewercise the
program.

The documentation indicates that the program has been designed to
include software test probes to aid 1in identifyina processing
nerformance.

Error checking within the program has been designed to include
such features as diagnostic reporting, 1/0 parameter checkina,
runtime index range checking, etc.

AL QUESTIONS

Modularity as reflected in the program documentation contributes
to the maintainability of the program,

Descriptiveness as reflected in the program cdocumentation contri-
butes to the maintainability of the program.

Consistency as reflected ir the program documentation contributes
to the maintainability of the program,

Simplicity as reflectea in the proaram documertation contributes
to the maintainahility of the program.

Expandability as reflected in the program documentation contri-
butes to the maintainaghility of the program.

Instrumentation as reflected in the proaram documentation contri-
butes to the maintainability of the program.

Overall, it appears that the characteristics of the program docu-
mentation contribute to the maintainability of the program,
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SOF TWARE SOURCE LISTING QUESTIONNAIRE

MODULARITY QUESTIONS

1. Functionally related data elements have been organized into logi- 1
cal data structures.

2. The concepts of structured programming have been applied to the
control structures in this module.

3. The use of techniaques which involve the sharing of memory loca-
tions (e.g., overlay, equivalence, same area) is not excessive.

4. The use of global data in this module is not excessive.

5. The number of entry points of this module is not excessive.
6. The number of exit points of this module is not excessive.
7. This module performs only related functional tasks.

8. Each functional task of this module is an easily recognizable
block of code.

9. It appears that each iteration block within this module has a
single entry point.

10. It appears that each iteration block within this module has a
single exit point.

11. It appears that each decision block within this module has «
single entry point.

12. 1t appears *hat each decision block within this module has a
single exit point.

13. When this module completes execution, control is returned to the
calling module.

14. The use of the same variable for both input and output is not
excessive in this module.

DESCRIPTIVENESS QUESTIONS

15. Inputs to this module are described in a preface block.

16. Outputs from this module are described in a preface block.
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17.

18.

19.

20.

21.

22.

23.

24.

25.
26.
27.

28.

29.
30.

31.
32.
33.

34.

35.

The purpose of this module is described in a preface block.
Modules which call this module are identified in a preface block.

Modules which are called by this module are identified in a pre-
face block.

Limitations (accuracy, timing, data 1/0, etc.) are described as
appropriate in a preface block.

Any special processing (e.g., multiple entry/exit, error
handling, algorithm peculiarities, etc.) is described in the pre-
face block and is understandable.

Documentation information (module name, programmer, algorithm
references, revision data, etc.) is identified as appropriate in
a preface block.

The comments in this module contain useful information.

The quantity of comments does not detract from the legibility of
the source listings.

Transfers of control and destinations are clearly explained.
Machine-dependencies are clearly commented.

Imbedded comments describe each function {block of code) within
this module.

Attributes of each variable used in this module are described by
conments and/or source language declarations.

Error processing/exits are clearly identified and explained.

It appears that a standard for module organization has been
followed within this module.

Variables are declared in a specification/declaration section.
Variable names are descriptive of their functional use.

The module code is indented within control structures to show
control flow.

Statement labels have been named in a manner which facilitates
locating a label in the source listing.

The machine cross reference listings appear to be useful.
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36.

37.

38.

39.

40.

41,

42.

43,

a4,

45,

46.
47,

48,

49,

This module's flow chart represents the logic control flow as
shown in this module's source listing.

This module's flow chart represents the data flow as shown in
this module's source listing.

The labels in this module's flow chart and the statement labels
in this module's source listing are in agreenent,

The inputs to this module as described in the documentation
correspond to the inputs as shown in this wmodule's source
listing.

The outputs from this module as described in the documentation
correspond to the outputs as shown 1in the module's source
listing.

The order of arguments for this module as described in the docu-
mentation corresponds to the order of arquments as shown in this
module's source listing.

The module processing as described in the documentation
corresponds to the implemented processing as shown in this
module's source listing.

The programming conventions established in the documentation for
source code development have been followed within this module.

The delineation of comments is uniform within sections of this
module.

Each variable in this module is considered to be of one (and only
one) data type for all occurrences.

Each variable in this module has only one function.

Global variables are distinguishable from local variables by a
naming convention.

The use of indentation is uniform within this module.

The information in the preface block is consistent with the asso-
ciated source code.

SIMPLICITY QUESTIONS

50.

The source language for this module is a high order language
(HOL).
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51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.
64.
65.

The control flow of this medule is essentially from top to bot-
tom.

This module contains very little extraneous code.

There 1s minimal use of specialized coding techniques in this
module.

Esoteric {clever) programning is avoided in this module.

GO Tn-like branch statements in this module are used only where
essential.

There is reasonable use of statement labels in this module,

A krowledge of mathematics beyond basic algebra is not required
to understand the mathematical functions performed by this
module.

This module contains a minimal number of compound data struc-
tures.

This module contains a minimal number of compound control struc-
tures.

Fach physical source line in this module contains at wmost one
exec:utable source statement.

There 1s a minimal use of compound Boolean expressions in this
module.

The number of eoxpressions used to control branching in this
modile is manageable.

The number of unique overators in this module is manageable.
The number of unique operands in this module is manageable.

The number of executahle statements in this module is manageable.

EXPANDARILITY QUESTIONS

66 .

67.

There is 4 minimal mixing ot 1/0 functicns and other application
functions in this module.

There is a minimal mixing of wmachine dependent functions .and
other application functions in this module.




73,

.

fonstants uscd nmore than once in this module are para cilerized.

There is minimal use of processing-dependent code (e.g., relative
addressing, self-modifying code, etc.) in this module.

The size of any data structure which affects the pro.essing logic
of this module is parameterized.

Any constants (e.g., accuracy, convergence, timing) which affect
processing in this medule are parameterized.

The contribution of this module to the consumption of frame tinme
can be determined.

The volume of data whith this module can process does not ippear
to be limited.

It appears that functional parts could he easily inserted,
deleted, or replaced within this module.

INSTRUMENTATION QUESTIONS

7

L

TR

e

82,

This module contains checks for possible out-of-hound array
suhscriots.

This module contains ~necks to detect possinhle unnefined opera-
tions.

This ncdule contsins  minimal s»ount of ~ode which would require
lower-lovel detaileo ting.

Source listing rorowe! cngest or reference input data and asso-
ciated output results * 00 use in testing this module.

Diagnostic messages ‘or-er codes are output when an illegal input
to this mudule is encourtered.

Diagnostic -.essages/error codes are output «. -over  an internal
modul=> faiy ure could occur.

Intermedia. 2 results within this module c<an be <nlectively
collect~t -or display.

Aids exist in ur o be 0 ily dincerted into the module's source
code for the turopse « oot e logical flow of control.




GENERAL QUESTIONS

83.

84,

85.

86.

87.

88.

89.

Modularity as reflected in this module's source listing contrib-
utes to the maintainability of this module.

Descriptiveness as reflected in this module's source listing
contributes to the maintainahility of this module.

Consistency as reflected in this wodule's source listing and be-
tween the source listing and documentation contributes to the
maintainability of this module.

Simplicity as reflected in this module's source listing contrib-
utes to the maintainability of this module.

Expandability as reflected in this module's source listing
contributes to the maintainability of this module.

Instrumentation as reflected in this module's source listing
contributes to the maintainability of this module.

Overall it appears that the characteristics of this module's
source listing contribute to the maintainability of this module.
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SOPTWARE OPFRATOE -MAUHINE INTERFAT: B STIONMATRE

ASTURABRILITY QUESTIONS

Assurability: the extent that the system aids the cp. - tor an

e e 4

validating data, avoiding errors, and correcting errors onif - «io,

! Mperator input errors do not cause system failures.

Operator input errors dre detected.
B The causes of input errors are displayed to the omrator.

4. The action reauired 1o «corivct oan operator input
sisplaved to the operator.

cmput ervors are easily corrected,
t. ineut errors are quickly corrected.

The uperator can verify input before execution entry,

L v .

X, Missjon pecuyliar data entered by the operator 1o crechen
validitv.

n. it data entryv display has a cursor or pointer.

VoL re ooerater deable te correct mistyped  charactors watr
vackapace key.

¥

1o e cyntem does not require the operator to cop Iafaeretren

W

-

oL ot and dinterrupts do not bave detrimenty?l o sife ettoots,

Vi e tine a4 device off-line dnoes  not have  actrvne telcin
B N OUREN

. The oot autormatically ceanes pxepptive 1f antormal oo

ot ted vdata - hase prutﬂ(tiun),
T e operat 1 derted to fanlte within the qicten,

e e gases ot vt halte are drsplaved ta the oo gt
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CURTROTLARTLITY QUESTIDNG

Cortrollability: the cxtent trgt o

to direct the operations ot the my rone

17, The operator can interrupt ant o

5. The operator has task abort oo’ - tres

15, The operatar may initigte welo to
0L The operdtor may send oatput ters s

Jl1. The operator can  ask for gm0
operation.

1

22. The operator can o't the ot ¢
display.

Z3.  The operator mav comvmand vario oo

Py

¢ ot

. The operator may cortried the o
both input and outnhut.

The aperator may edit the dat 4 o

The operator may create ant oo %
51 ng] e command,

The operator can command visiciitt,
matic processes.

", The operator mav command difre vt o

20, The operator may contrel the tyvee and

t. Rypass procedures are available o
system failure the more dmportao? .y
performed,

W EELOAD REASOEAZTETTY QUESTIONS

Workload reaconability: the exter

tre operator are within the operator <

which the operator performs a useful, o

100 1t is easy to enter mission (tash)
Y

s/, Data preparation is usually perfo.

systen allow. o operator

it matie procenaes.,

dvalabhle,

AR NEEFL NIV BN SR

ve  the currest status of

vod rrgtioe <hawn on the

o ot Lo

tatus.

ceaquived eaplanatory text,

to e by the system,

tean L ot mands as a

Cenpe d evecution) of auto-

vsoaf operatior,
auintity of output.

bat in o casce of partial

gAom fynctione can still be

tr ot the tasks required of
voolitres and the extent to
SaY o orale.

at e Jdata.

o iar oon-Yine devices.,




33. The system will accept free-tormat commands and data.
34, Menu techniques are used to aid the operator in making decisions.

35. The system may be operated without reference to manuals during
normal operations.

36. The operator needs to memorize a comfortably small number of com-
mands in order to effectively operate the system.

37. Messages to the operator a-e easy to understand.

38. The device used to send messages to the operator provides infor-
mation at a rate comfortable to the operator.

39. The number of messages presented to the operator at one time is
small.

40. The system software may be relcaded quickly and easily.

41. The system software neceds to be reloaded irfrequently.

42. System warm-up time is small,

43. The operator's manual makes minimal use of cross-references.

44, 1t is easy to locate specific information within the operator's
manual.

45, The operator's manual is a reasonable size.

4t. The coperator performs no tedious functions which could be handled
by the system.

47, The operator is rarely bored and performs a “dynamic”" function.
48, The operator is not forced to wait for the machine to respond.

49, The operator is not a slave to the machine.

DESCRIPTIVENESH GUESTIONS

le<criptiveness: the extert to which the operator has available

detgited explanations of every function the operator performs and
cevery fuynction the machine perfoms,

Ly 4

Pover-on and power-off procetures are well documented.,




51.
52.
53.
54.
55.

56.

57.

58.

59.

60.

61.

63.

64.

The operator has adequate instructions for handling emergencies.
Legitimate responses for all conditions are explained.

The software provides a question-answer type operator aid.

The system will explain each command upon user request.
Explanations of how to interpret all output data are available.

The operator 1is adequately alerted when the system requires
operator actison.

The machine gives the operator decision aids if tasks cannot be
executed as ordered.

The version number (revision number) of the software is readily
available to the operator from the system.

Data base configuration data are readily available to the opera-
tor.

A1l documents the operator requires (including cross-references)
are easily available to him.

The operator's manual clearly explains the normal sequential
steps of operation.

The operator's manual contains a useful tabie of contents.
The operator's manual contains a useful index.

The operator's manual contains a useful glossary.

CONSISTENCY QUESTIONS

(onsistency: the extent that the behavior of the machine and

documentation correspond to the expectations of the operator.

65.
66 .
67.

68.

Operator entered commands are systematically formatted.
The comnand lang..ge is a standardized language.
Requirements for operator input agree with the operator's manual.

Messages to the operator are systematically formatted.
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69. Messages requiring action by the operator are always highlighted
in some fashion.

70. Operator entries always result in some type of response.
71. Response times are similar for grcups of similar activities.

72. System performance corresponds with documented performance
(specifications, user's manuals, etc.).

73. Checklists agree with the operator's manual.

74, Operator's manuals are systematically formatted.

SIMPLICITY QUESTIONS

Simplicity: the extent that information presented to the opera-

tor or entered by the operator 1is grouped into short, readily
understandable structures.

75. The operator needs to know only one command anguage.
76. Operator entered instructions are relatively short.
77. 1t is easy to understand actions required of the operator,

78. Mcssages to the operator are short.

79, Fach new message contains only one idea to which the operator
must respond.

80. Only essential or useful information is displayed to the opera-
tor.

81. The display is not overcrowded (unless commanded to be so).
82. Difficult words or characters are rarely used.
83. Data structures are easily understandable.

84, The operator has appropriate checklists available.

85. The number of checklists required is manageable.
86. The operator's manual is a single volume (except for checklists).

87. The operator's manual is easy to understand.
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88. Alternatives to normal operating sequences are described sepa-
rately (not embedded within normal procedures).

GENERAL QUESTIONS

Note: The following questions relate to the evaluator's general
impression of the computer program's contribution to system usability
or effectiveness. Definitions of the test factors should be reviewed
before completing these questions.

89. The concepts of Assurability as implemented 1in the systen
contribute to usability of the system,

90. The concepts of Controllability as implementecd in the system
contribute to usability of the system,

91. The concepts of Workload Reasonability as implemented in the
system contribute to usability of the system.

92. The concepts of Descriptiveness as implemented in the system
contribute to usability of the system.

Q3. The concepts of Consistency as implemented in the system contrib-
ute to ucability of the system,

Q4. The concepts of Simplicity as implemented in the system contrib-
tute to usability of the system.

5. fverall, it appears that the operator-machine interface has been
well designed,
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